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Abstract

The Universal Mobile Telecommunications System, wide band code-division multiple access (W-CDMA) radio
interface is characterized by great flexibility and a variety of different physical and logical channel types: for example, on
the downlink the dedicated channels (DCH) offers circuit switching, the downlink shared channel (DSCH) and forward
access channel use packet switching, the former with closed loop power control. Furthermore, several user rates and
protections are possible, by choosing suitable parameters, such as spreading factors (SFs), code rates and automatic
repeat request (ARQ) schemes. In this paper we present the results, obtained by a detailed simulation, about the effect
of several parameters and system alternatives on the capacity of the downlink segment of the W-CDMA interface with
packet service. In particular, we investigate the effect of the SF, the code rate, the ARQ and the power control on the

DSCH capacity and delay-throughput performance. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

In the story of the extraordinary evolution of
telecommunications systems and their impact on
the mass market in the last ten years, two stars can
be easily recognized: mobile communications sys-
tems and data networks based on IP technology.
The use of IP applications such as web and e-mail
has pushed the data traffic to grow quickly and
to become now of the same volume of the voice
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traffic. At the same time, the second generation cel-
lular systems, such as GSM, have heavily changed
the way in which users access the telecommunica-
tion services. However, in this scenario a strange
discrepancy is that the market of mobile commu-
nication is still dominated by the old telephone
service even if second generation cellular systems
can also provide low rate data services. For this
reason the challenge of third generation mobile
communication systems is to provide access for
a wide range of multimedia applications and ser-
vices.

Universal Mobile Telecommunications System
(UMTS) [1-3] is the third generation mobile
communication system developed by ETSI, the
European Telecommunications Standard Institute,
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which will use a new frequency spectrum [4] and
will extend the present GSM service to include
multimedia. UMTS is also in the family of stan-
dards considered by International Telecommuni-
cations Union for IMT-2000 [5].

The Third Generation Partnership Project,
which is now in charge of the standardization pro-
cess, has defined two schemes for the radio access
[6], UMTS Terrestrial Radio Access (UTRA),
a wide band code-division multiple access (W-
CDMA) which adopts frequency division duplex-
ing, and time division CDMA (TD-CDMA) which
is based on time division duplexing.

Due to the effort of the standardization bodies,
the radio interface is characterized by great flexi-
bility and a variety of different physical and logical
channel types. For instance, several user rates and
protections are possible by choosing suitable pa-
rameters, such as spreading factors (SFs), code
rates and automatic repeat request (ARQ) schemes
[7]. This approach is quite different from that
adopted by second generation systems where a
small set of services can be implemented by vendors
and provided by operators. If from one side this
added flexibility is an advantage of UMTS, from
the other it makes the task of real services imple-
mentation more complex. In fact, the complexity of
detailed services definition and system parameters
optimization has been moved out of specifications
and let to UMTS vendors and operators.

Among the new services offered by UMTS, the
packet data service is one of the most critical
mainly because of the characteristics of the code
division access scheme adopted at the radio inter-
face. Up to now, no study that thoroughly inves-
tigates the effects of the different parameters
settings on the performance of UMTS data ser-
vices has been published yet.

In this paper we study the performance of the
downlink segment of the W-CDMA interface with
packet service and present the results obtained
through detailed simulation of the UMTS system.
After a brief overview of UMTS radio interface,
aimed to provide the basics to the readers that are
not familiar with the system (Section 2), we present
in Section 3 the problems related to the imple-
mentation of packet data services. In Section 4 we
describe the system model adopted for simulations

and in Section 5 we discuss the results obtained.
Conclusions are given in Section 6.

2. UTRA basics

In January 1998 ETSI, the European Tele-
communications Standard Institution, has selected
two access schemes for its radio interface, the
W-CDMA scheme and the TD-CDMA, to be used
in the paired part of the spectrum assigned to
UMTS, 60 MHz from 1920 to 1980 MHz (uplink)
and 60 MHz from 2110 to 2170 MHz (downlink),
and in the unpaired part, 35 MHz from 1900 to
1920 MHz and from 2010 to 2025 MHz, respec-
tively.

The W-CDMA scheme adopts a QPSK modu-
lation and a chip rate of 3840 Mchip/s for the
in-phase and quadrature channels. It presents a
carrier separation of 5 MHz, so that up to 12 car-
riers can be defined in the available bandwidth. For
the downlink direction a QPSK modulation is
adopted after spreading, while for the uplink di-
rection the in-phase and quadrature channels are
used to transmit two BPSK flows with different
spreading codes [8§].

The spreading process is based on two codes,
namely the spreading code and the scrambling
code. The spreading code increases the flow bit rate
to the chip rate of the air interface according to the
SF. Different values of SF ranging from 4 to 512
are available and they are obtained using a tree of
orthogonal codes. The tree has the characteristic
that two codes, even with different SF, are ortho-
gonal if they are located in different branch of the
tree. Multiple trees can be generated using a scram-
bling code which varies the order of chips. The
channels transmitted by the same station (base or
mobile) can use codes in the same tree so that
the mutual interference is greatly reduced, while
channels transmitted by different stations should
use different scrambling codes so that the mutual
interference is almost independent of the delay off-
set at the receiver due to different propagation paths.

Physical channels are defined by the associated
spreading and scrambling codes. The bit flow is
divided into time slots (625 us). During a time-slot
both physical control bits and data bits can be
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transmitted, and while the number of chips is fixed,
the total number of bits depends on the SF. The
minimum transmission unit offered by the physical
layer to the upper layers is the transmission time
interval (TTI), also called frame in the following,
and is composed of multiples of 16 slots.

The transport services provided by the physical
layer to the upper layers are based on transport
channels which are mapped into the physical
channels [9]. Transport channels are divided into
dedicated and common channels.

Dedicated channels (DCH) are used to transmit
user and control information in the uplink and
downlink direction and are devoted to the con-
nection between a single mobile station and the
UTRA Network. A DCH is mapped into two
physical channels, namely the dedicated physical
data channel (DPDCH) and the dedicated physical
control channel (DPCCH). The DPDCH carries
user data while the DPCCH carries physical sig-
naling used to control the channel. In particular, in
the DPCCH the pilot symbols are transmitted for
channel response and interference estimation, the
transport format combination indicator symbols
describe the format adopted for the channel
(mainly SF and error protection code), the transmit
power control (TPC) symbols are used to transmit
the commands for the closed loop power control
algorithm, and the feedback information symbols
are used to perform a closed-loop signal-quality
control. In the downlink direction the DPDCH and
the DPCCH are time multiplexed into each slot,
while in the uplink direction they are transmitted
into the in-phase and quadrature channels.

Common transport channels are used to trans-
mit both control and user information. Among the
channels mainly used for control are the broadcast
channel, used to broadcast system information,
the paging channel, used to transmit downlink
control information into a location area, and the
synchronization channel used for mobile syn-
chronization control. The random access channel
and the forward access channel (FACH) can be
used in each cell to transmit control information
or packets in uplink and downlink direction, re-
spectively. Finally, the common packet channel
in the uplink and the downlink shared channel
(DSCH) in the downlink are used for packet only.

The physical layer directly controls the trans-
mission power of physical channels. The power
control exerted on the DCH is based on a closed-
loop signaling, outlined in the following. The TPC
symbols in each slot carry a command for increas-
ing or decreasing the transmission power in each
direction. The power step is fixed and usually is
equal to 1 dB. On the receiving side, if the estimated
signal-to-interference ratio (SIR) after despreading
is lower than a SIR target value, an increase com-
mand is sent in the subsequent slot. A decrease
command is sent otherwise. The SIR target value is
controlled by an outer control loop which is based
on the quality of the decoded bit flow. Other chan-
nels adopt different power control mechanisms. As
an example, the DSCH is not directly power con-
trolled, but its transmission power is computed
on the basis of the power of the DCH associated
to the user actually transmitting on the DSCH.
This implies that each mobile station involved
in the DSCH packet transmission has an active
DCH.

The information received by higher layers can
be protected by the physical layer using forward
error correction (FEC) codes [10]. The basic cod-
ing schemes use convolutional codes with rate 1/3
or 1/2, or a turbo code with rate 1/3. Different
rates can be obtained using the rate matching
process which can increase the code rate by means
of puncturing.

On top of the physical layer in the user plane,
the link layer is split into the medium access con-
trol (MAC), the radio link control (RLC) and
packet data convergence protocol (PDCP) [11].
The MAC layer [12] provides logical channels to
the RLC and maps logical channels into transport
channels. On common channels, the MAC pro-
vides addressing of user equipments and schedul-
ing of packet data units (PDUs). The RLC layer
[13] can offer a transparent or non-transparent
data transfer mode. With the non-transparent
mode it adds control information on each trans-
mitted PDU and an error check on each received
PDU. If the unacknowledged mode is selected,
erred PDU are simply discarded, while with
the acknowledged mode an ARQ mechanism is
adopted. Finally, the PDCP maps each network
layer instance into one RLC entity and performs
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higher layers header compression, if required (for
example TCP/IP header compression).

3. Downlink packet data services

As mentioned in the previous section, the pro-
vision of transport services at the radio interface
of UMTS systems is a complex task since many
possible configurations are available and a large
number of parameters are involved.

In the downlink direction, data packets can be
transmitted on three different channel types,
namely the DCH, the DSCH and the FACH.

The DCHs are assigned to single users through
set-up and tear down procedures and are subject to
closed loop power control that, if used for circuit
service such as voice, stabilizes the bit error rate
(BER) and optimizes CDMA performance.

In alternative to the use of dedicated channels,
data transmissions of many users can be time mul-
tiplexed on the DSCH. No set-up and tear down
procedures are required and the physical channel
on which the DSCH is mapped does not carry
power control signaling. However, since the closed
loop power control is still required, users must have
an associated active DCH to access DSCH services.

The FACH is shared by many users to transmit
short bursts of data, but, unlike DSCH, no closed-
loop power control is exerted and no DCH must
be activated to access this channel.

Since for each one of the above channels dif-
ferent combinations of SF and code rate can
provide the bandwidth and the protection required
for different services and environments, the prob-
lem to select the best choice arises.

For real-time circuit traffic, well known results
show that CDMA with closed-loop power control
is very effective in spectrum exploitation [14]. Ef-
ficiency can be further enhanced by using powerful
FEC codes, which have been proved more effective
than spreading codes [15].

The scenario with packet service traffic is dif-
ferent. In fact, due to its burstiness and depending
on the number of interfering channels and their
power levels, errors can be more efficiently obvi-
ated by ARQ techniques than by forward error
correcting codes [16,17]. For the same reason, the

protection obtained with high SFs is questionable.
Also the effectiveness of the closed loop power
control is to be verified, since the frequent changes
in the SIR due to bursty transmissions could be
tracked with difficulty by the power control
mechanism.

Finally, as data service can be delivered also
with circuit switching technology, it is interesting
to investigate whether UMTS achieves the highest
data throughput with circuit or packet switching
technology. For example, the capacity, assuming
equal rate sources and circuit switching technol-
ogy, is defined by the maximum number of chan-
nels that can be accommodated by the system
without exceeding a given BER. The addition of
any further channel beyond the capacity cannot be
accepted since the BER will increase beyond tol-
erable values, due to power limitations.

On the contrary, with packet switching, occa-
sional increases in BER over its target value can be
tolerated, because of the use of ARQ techniques.
For this reason, some traffic, and interference, can
be added without impairment even beyond the
point at which the power control can no further
guarantee the BER target. Therefore, throughput
gain with respect to the circuit switching case is
expected.

The aim of our investigation, presented in the
remaining part of this paper, is to provide a quan-
titative evaluation of the performance of the dif-
ferent alternatives so far outlined and to support
the UMTS design in optimizing the parameters
setting.

4. Simulator description

The UMTS system considered is composed of
49 hexagonal cells laying on a torus surface to
avoid border effects. The base stations (BS) are
located at the center of each cell and irradiate with
omni-directional antennas with unit gain.

4.1. Propagation model

In the propagation model assumed in this work,
according to the guidelines of ETSI [18], the re-
ceived power P, is given by
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P. = Pa?107'°L (1)

where P; is the transmitted power, L is the path
loss, 10/ accounts for the loss due to slow
shadowing, being ¢ a normal variate with zero
mean and ¢ variance, and o represents the gain,
with a negative exponential distribution of unit
mean, due to fast fading.

In the following we refer to a macro-cellular
environment, for which the cell radius is 300 m,
and the path loss L is expressed as

10log L = —(128.1 + 37.6log r) (dB)

where r (in kilometers) represents the distance
between the mobile and the base. Furthermore, we
assume no fading and shadowing standard devia-
tion equal to 5 dB.

When a new user is generated, its position is
chosen at random over the torus surface and the
path losses for the radio links toward all BSs are
determined. The user is assigned to the BS with the
minimum attenuation. No user mobility is con-
sidered at this stage.

Each cell is assigned a single tree of orthogonal
variable spreading factors, so that channels in the
same cell are always orthogonal. The loss of or-
thogonality of the received signals due to the
multipath effect is accounted for in the receiver
model as specified in Section 4.4.

4.2. Traffic model

As we shall see in the following, the perfor-
mance of the UMTS downlink heavily depends on
the input traffic characteristics. Here we have
adopted a basic traffic model where users become
active according to a Poisson point process of in-
tensity /, as described in Ref. [18]. Each user, upon
activation, generates a flow of packets whose
length is negative exponentially distributed with
mean 3840 bits. The packet flow is composed of a
number of packets, geometrically distributed with
mean N, =25 and packets arrive according to a
Poisson point process whose intensity is chosen to
match a given source speed.

In the present investigation we have chosen a
source speed equal to 929.4 kb/s, for the following

three reasons. First, as no user multiplexing is al-
lowed within a 10 ms frame, the packet arrival rate
must be high enough to keep the average frame
utilization sufficiently high. Second, the user must
be able to generate packets at a speed comparable
with the maximum throughput, which is, as we will
find later, around 1000 kb/s. Third, the chosen
speed reflects the rate at which present and future
Web servers can transmit files.

A user leaves the system as soon as the last
packet has been transmitted.

4.3. Transmission model

The packets generated by each user are deliv-
ered to the RLC layer where they are subdivided
into transmission blocks before being queued for
transmission. Each transmission block includes an
RLC header of 16 bits that also account for an
ARQ mechanism.

At each frame, the MAC layer chooses an user
queue according to the scheduling mechanism and,
after adding the MAC header, sends to the phys-
ical layer a number of blocks up to filling the space
available in the frame. Before transmission, the
physical layer adds the redundancy bits according
to the coding scheme adopted.

Our simulator adds the parity bits required by
convolutional codes, with 256 states, constraint

1.E+00
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Fig. 1. BER of the convolutional codes adopted in UMTS as
function of the bit normalized energy.
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Table 1
Physical parameters adopted in the physical layer of the downlink physical shared channel
Rate SF Frame bits Physical Number of Length of Expansion
speed (Kb/s) TBin a frame TB (bits) factor
Gross Net
R=1 SF=4 19200 1879.2 18792 24 749 1.02
SF =38 9600 9396 939.6 12 749 1.02
R=1)2 SF=4 19200 9492 949.2 12 757 2.02
SF=38 9600 4746 474.6 6 757 2.02
R=2/3 SF=4 19200 12608 1260.8 16 754 1.52
SF =38 9600 6304 630.4 8 754 1.52
R=3/4 SF=4 19200 14166 1416.6 18 753 1.355
SF =8 9600 7083 708.3 9 753 1.355

length K = 9 and optimal puncturing, whose BER,
obtained through link level simulations [19], is
shown in Fig. 1. In particular we have considered
code rates, SFs and block sizes such that the bits
introduced by rate matching, which add overhead
without increasing error protection, are very few.
Table 1 shows the physical parameters that have
been used in our simulations. Furthermore, we
have used, with different codes and SFs, almost the
same transport-blocks size to avoid throughput
differences due to different mappings of bit from
packets to blocks. A block length of about 750 bits
has been found optimal with respect to the maxi-
mum throughput. In fact, with the chosen traffic
profile, a longer block size is inefficient because
blocks can hardly be filled, whereas a smaller size
increases block overheads.

4.4. Receiver model

At the receiving side and for each transmission
block the carrier to interference ratio is evaluated
as

C P
¢ 7 @
1 Odmtra + Imter + PN

where Py is the thermal noise assumed equal to
—99 dBm, [ is the sum of the signal powers
received from the other cells, /. is the sum of the
signal powers received from other users in the same
cell, and o is the loss-of-orthogonality factor that,
according to Ref. [20], is assumed equal to 0.4. All
the received powers are obtained by Eq. (1).

From the C/I evaluated as in Eq. (2) the nor-
malized energy per information bit is obtained as
E, 1 C
—=—xSFx—. 3
No 2R7TT ®)
where R is the coding rate. For each value of the
ratio E,/N, the curves in Fig. 1 give the corre-
sponding BER values which allow to obtain the
block error rate (BLER) as

BLER = 1 — (1 — BER)', (4)

[ being the transmission block length.

The correctness of the transmission is then de-
cided by testing the value of a normalized random
variable against the BLER.

LA

1.E-02 t
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2 3/4

12
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Fig. 2. BLER of the convolutional codes adopted in UMTS as
function of the signal to interference ratio after despreading.
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Fig. 2 shows the BLER of blocks of 750 bits
versus the SIR after despreading, which is defined
as SIR = SF x C/I.

Our simulator assumes an ideal ARQ proce-
dure, i.e. the transmitted block is kept in the
transmitting queue in case of error and is canceled
otherwise. After 10 failed transmissions the block
is dropped and the user is declared in outage.

4.5. Power control model

The closed loop power control mechanism
adopted for DCHs uses two loops. The inner loop
controls the transmitted power to maintain the
SIR at the target value, whereas the outer loop
controls the SIR target to provide a target BLER.
This last control mechanism has been envisaged to
provide different qualities to different services. As
in our simulation we investigate a service at a time,
the corresponding BLER requirement can be as-
sumed constant and therefore we have imple-
mented the inner loop only, treating the BLER as
an input.

Though the UMTS specifications state that
power-update requests of +1 dB are transmitted
every time slot (0.625 ms), we have assumed to
transmit power updates every frame (10 ms) to
simplify and speed up the simulator. To meet the
dynamic of the real mechanism the power updates
are in the range of +£16 dB. This simplification let
all blocks in a frame, which belong to the same
user, to be transmitted at the same level. However
no impact is expected on the convergence of the
mechanism though some slight differences in
the number of retransmitted blocks are possible.
The value of power updates, with the constraints
stated above, are determined at each frame by the
difference between the SIR target and the SIR
evaluated on the last frame.

Physical power constraints are also added as
specified in Ref. [20]. Each channel cannot exceed
a transmitted power of 30 dBm, whereas the
overall power transmitted by a BS is limited to 43
dBm. The constraint on the channel power is first
enforced by setting at 30 dBm the transmission
power of channels exceeding the limit, and then
the BS power constraint is checked. If it is not
satisfied, the transmission power of all channels is

proportionally reduced to obtain the global
transmitted power equal to 43 dBm.

5. Simulation results

The simulation model described in the previous
section has been implemented in c++. Due to the
complexity of the overall system and the interac-
tion among system parameters and performance
variables, a simple and straightforward analysis is
impossible. We have been forced to split the study
in several sub-problems and take simplifying as-
sumptions.

First, as it will be made clearer later, the use of
DCH control channels beside the PDSCH (physi-
cal DSCH), increases the global interference suf-
fered at the receiving end and, consequently,
reduces the available capacity, even when the user
is queued and not transmitting on the DSCH. In
turn, the reduced capacity increases the number of
queued users, therefore causing a positive feedback
which leads to instability and zero throughput as
the queue size becomes infinite. As this dependence
adds complexity to the analysis, in order to un-
derstand the effect of the basic mechanism, we
have at first investigated the simplified system in
which the interference generated by DCHs is not
taken into account into the SIR that determines
the performance of the data channel and the power
control updates.

With this assumption we have investigated the
effect of spreading factor and code rate on the
single PDSCH (Section 5.1), the effect of user traf-
fic (Section 5.2), and the performance with multi-
ple physical channels (Section 5.3). Then, once
acquired a clearer understanding of the complex
mechanisms which affect the system behavior, we
have considered the DCH interference and have
investigated its effect on the DSCH throughput
(Section 5.4). The trade off between power control
benefit and control channel (DCH) interference is
investigated by comparing FACH and DSCH
throughputs (Section 5.5).

Finally, we must note that the operation with
ARQ makes the system intrinsically unstable
for several values of system parameters. In fact,
when the system operates far from capacity, an
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interference increase on a channel is counteracted
by a power increase on the same channel, to
maintain the SIR target. However, when the
maximum power allowed on a channel is reached
an increase in the interference causes errors that
are counteracted by retransmitting the packets.
Retransmissions increase the channel traffic G and
consequently the interference. In these conditions,
it may happen that the maximum interference
tolerable by the system is attained with a traffic
channel G less than 1, and that a further increase
in G, due to statistical fluctuations in the number
of retransmissions, causes a strong decrease in
throughput due to the excessive number of errors.

To avoid such an occurrence, we have intro-
duced a linear back-off (BO) mechanism, which
tries to limit the instability by refraining from
transmitting. More precisely, when a channel has
reached its maximum transmitting power and an
error occurs, a block is transmitted with a delay
that increases linearly from 1 to K + 1, where K is
the number of failed transmissions of the same
block.

5.1. Effect of codes
Fig. 3 shows the average delay suffered by a
packet versus the throughput when one PDSCH is

adopted with SF =4 and for codes with R =1,
3/4,2/3 and 1/2. In all cases we have adopted the
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Fig. 3. Average delay versus throughput for SF =4 and dif-
ferent code rates with the basic traffic model.

linear back-off mechanism described above. The
best performance is obtained with light codes (R =
3/4 and 2/3). Heavier codes (R = 1/2) achieve a
poorer performance since the added redundancy
bits reduce the throughput and practically no
benefit is obtained by the excess protection. The
low throughput measured in the case of no error
correction (R = 1) is due to the high interference
and shows that the protection of the spreading
process with SF =4 is not sufficient to fight in-
terference.

To get a deeper understanding of the effect of
the different parameters we analyze the simulation
results on the behavior of the throughput, the
average fraction of transmissions at the maximum
power (saturation fraction) and the BLER versus
the channel traffic, G, shown in Figs. 4-6, respec-
tively. Let us consider the case of codes with R = 1.
To achieve a BLER low enough (1072) to be
suitable for correct ARQ operation a SIR target of
13 dB must be adopted (see Fig. 2). To guarantee
such an high value and due to the limited trans-
mission power, the power control drives an high
fraction of stations into saturation (Fig. 5) as soon
as G increases. Correspondently, the BLER in-
creases (Fig. 6) and the BO mechanism limits the
channel traffic to a maximum value, G = 0.38 and
the throughput is bounded to 420 kb/s. In this case
the system is wrongly designed: the no error pro-
tection (R = 1) requires to keep the interference
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Fig. 4. Throughput versus the channel traffic G for the cases
reported in Fig. 3.
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Fig. 5. Fraction of user in saturation versus the channel traffic
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Fig. 6. BLER versus the channel traffic G for the cases reported
in Fig. 3.

very low (high SIR) and excessively throttles the
traffic and the throughput. To increase G we must
lower the SIR target and consequently introduce
some correcting codes. As an extreme case we
considered, let us assume a code with R =1/2.
From Fig. 2 the SIR target is reduced to 4 dB. In
this case the power control provides the SIR target
without driving any station into saturation. The
BLER is below 0.01 and the traffic limiting effect
of the BO is negligible: G reaches 1. However, the
system throughput is limited to 800 kb/s since it is
throttled by the excessive code redundancy. Again

the system parameters setting is far from optimum.
The adoption of codes with intermediate rates,
R=13/4, 2/3, provides much better results. For
both rates the SIR target from Fig. 2 is around 7
dB and it is guaranteed by the power control with
a limited (below 1%) fraction of saturated stations.
The BO is activated and limits G to 0.955 for
R =13/4 and to 0.97 for R = 2/3. Both cases pro-
vide almost the same maximum throughput equal
to 980 kb/s.

Note that, even if the traffic limitation is very
small, the measured BLER (Fig. 6) is much higher
than the expected value (Fig. 2). This is because
the power control mechanism is not able to keep
the SIR close to its target value when the traffic
and interference are bursty. In our simulations we
have measured SIR standard deviation values in
the 3.7-4.3 dB (note that all interference and SIR
statistics are evaluated considering logarithmic
values throughout the paper). As a consequence of
this behavior, the errors introduced by the radio
channel are not independent and occur in burst
when the SIR is too low.

In Figs. 7 and 8 we show the effect of the SIR
target on the maximum throughput and the
BLER, respectively. If a too small SIR target is
chosen too many errors occur since the SIR fluc-
tuations around the target value quite often drive
the system in a condition where the code protec-
tion is useless. On the other side, with a high SIR
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Fig. 7. Maximum throughput as function of the SIR target for
the cases R = 3/4,2/3 and 1/2.
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Fig. 8. BLER as function of the SIR target for the cases R =
3/4,2/3 and 1/2.

target the power requirement increases and too
many users are driven into saturation with a con-
sequent increase of the BLER. For each code an
optimum value of SIR target exists. In our simu-
lation we have assumed these optimal values,
namely 7 dB for codes with R = 3/4 and 2/3 and 6
dB for the code with R = 1/2.

Finally, from the comparison between Figs. 8
and 2 we observe that the SIR target needed for
packet operation is at least 3 dB higher than in the
case of continuous transmission.

5.2. Effect of user traffic on downlink shared channel

In UMTS, transmission blocks have a fixed
length and only blocks belonging to the same user
can be transmitted during each TTI. Conse-
quently, if the amount of information is lower than
the space available in the physical layer container,
the efficiency is reduced due to the unused space.
This effect depends on source dynamics in terms of
speed, size and number of packets generated, and
becomes more critical as the channel rate in-
creases.

This behavior is quite different from the one of
classical packet networks, where a better multi-
plexing gain and a reduced packet transmission
time is always achieved by increasing the link
rate.
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Fig. 9. Average delay versus throughput for SF =4 and R =
2/3 as the average number of packet per user changes.

To investigate this effect we have considered
sources that generate an average number of
packets N, in the range from 1 to 25. Fig. 9 shows
the average delay versus throughput with SF =4
R=2/3and N, =1, 3, 6, 12 and 25.

As expected, the maximum throughput de-
creases as NN, decreases since the average frame
filling fraction, as shown in Fig. 10, significantly
reduces down to about 30% for N, = 1. The filling
fraction also changes with the code rate and, re-
ferring to cases considered in the previous section
with N, = 25, it reaches 0.91, 0.94, 0.95 and 0.96
for R=1, 3/4, 2/3 and 1/2, respectively.

The increase in the average delay, observed in
Fig. 9 in the range of throughput below 900 kb/s,
as N, increases is due to the increase in queuing
delay because of the increasing user burst size.

For a given throughput, G increases (Fig. 11) as
N, decreases, since each frame carries less blocks
and more frames must be deserved to the trans-
missions of packets.

We have also observed that the achieved aver-
age SIR is always greater than the SIR target, as
shown in Fig. 12. The reason for such SIR polar-
ization is intrinsic in the power control mechanism
and originates when the DSCH becomes active. In
fact, the interference estimate, which is the inter-
ference measured in the preceding frame, includes
also the power of the DSCH used to transmit to
another user in the cell, and it is clearly higher, in
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Fig. 11. Throughput versus the channel traffic G for the cases
reported in Fig. 9.

the average, than the actual interference, which
does not include the DSCH received power.

This SIR polarization effect increases when N,
decreases since the rate of new transmissions in-
creases. Furthermore the polarization decreases as
the traffic G increases because the overall inter-
ference increases with G, while the absolute esti-
mation error remains unchanged. The anomalous
behavior of the case N, =1 is due to the high
saturation fraction experienced in this case (Fig.
5), which severely limits the SIR delivered.
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Fig. 12. Average SIR versus the channel traffic G for the cases
reported in Fig. 9.

5.3. Multiple physical channels

While, in the previous sections we have con-
sidered a DSCH mapped into a single PDSCH, we
now investigate the performance of the system
when using several PDSCHs in parallel. First we
consider the case in which the same overall chan-
nel rate is obtained by doubling both the number
of channels and the SF. If the two channels with
SF = 8 were orthogonal, the system would achieve
the same capacity as the single channel with SF =
4 and should show an increased average delay
because of the lower speed of the channels. In
addition, since in our model we adopt an orthog-
onality loss, o = 0.4, as suggested in Ref. [18], one
would expect also a capacity decrease due to the
added intra-cell interference.

On the contrary, we have measured that two
channels with SF =8 always provide a higher
throughput than the single channel with SF = 4, as
shown in Fig. 13 for R=2/3, 1/2 (the case R =
3/4 overlaps with R = 2/3). This unexpected be-
havior is due to two main reasons. First, the use of
slower channels achieves higher frame filling de-
gree (0.98 instead of 0.95 for R = 1/2). Second, the
power control works better because the traffic
burstiness is reduced, having doubled the packet
transmission time. This is proved by the reduced
standard deviation of interference variation that
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Fig. 13. Comparison of the average delays achieved with two
channels and doubled SF for different code rates.

occurs in adjacent frames measured as shown in
Fig. 14. However, we have observed that a further
splitting of the channel no longer improves the
maximum throughput since the de-orthogonaliza-
tion effect prevails.

We now investigate the maximum throughput
as function of the number of physical channels.

Fig. 15 shows that, for the code R =2/3, no
further improvement is achieved by increasing to
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Fig. 14. Standard deviation of the interference changes in two
consecutive frames for the cases reported in Fig. 15.
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Fig. 15. Average delay versus throughput when a different
number of physical channels are used in parallel for SF = 8,
R=2/3.

three PDSCHs. The system is at its capacity and
does not tolerate new interference sources. There-
fore, the introduction of a new source of interfer-
ence is counteracted by the BO which further
limits the traffic channels down to 0.57. Note that
an ideal BO mechanism should limit the traffic G
to values corresponding to the maximum inter-
ference tolerated by the system, therefore yielding
the same maximum throughput regardless of the
number of channels. This does not happen, i.e.,
with three channels the throughput is lowered,
because when the BO intervenes it increases the
channel burstiness. As with three channels it must
intervene more often, the channel burstiness is
increased more than in the two channel case,
where the BO limits the traffic to 0.96.

On the contrary, with R = 1/2 the performance
is significantly improved (Fig. 16) by using more
PDSCHs. The case of four channels, provides
the capacity of the system, i.e., the maximum
throughput (1240 kb/s). Capacity is reached with
an optimal SIR target equal to 4 dB, which yields a
BLER equal to 9%. Even in this case the BO is
crucial for the correct operation of the system and
limits G to 0.84 and 0.62 for four and five channels
respectively.
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Fig. 16. Average delay versus throughput when a different
number of physical channels are used in parallel for SF =8,
R=1/2.

5.4. Effect of control channels

In this section we discuss the system perfor-
mance when the effect of the DCH control chan-
nels is considered in the interference and SIR
evaluations.

We have already observed that the positive
feedback between the number of queued users and
the suffered interference causes instability and re-
duces the throughput to zero if the queue is infi-
nite. To control this instability we have limited to
N the number of DCHs. Users that arrive beyond
this limit are queued and wait for DCH avail-
ability.

To obtain numerical values of the interference
of DCHs we need to determine the DCH power
level. As already mentioned, since power control
commands only indicate changes in the transmit-
ted power level, both the power Ppcy received on
the DCH and the power Ppgcy received on the
DSCH must change in the same way. If their ra-
tio is denoted by R, the SIR achieved after de-
spreading on the two channels are related as

SIR pscH _ SFpscu Ipcu (5)
SIRpch SFpcu Ipscu

where the term Iy indicates the interference re-
ceived on channel X. Due to the de-orthogonali-

zation factor, Ipcy Includes the interference
generated by the related DSCH, Ppscy x 0.4, in
addition to the “background” interference /3 gene-
rated by all the other channels.

If we disregard the interference generated on the
DSCH by the related DCH, which is usually small,
we have Ipscy =~ Ig, while the interference gener-
ated by the DSCH on the related DCH is given by

SIl{DSCH

P 04 =
DSCH X SFpscn

IDSCH x 0.4. (6)

Therefore, the total interference suffered by the
DCH is

Incn = Iy + 251
pen = Iy + g Iosen
SIR
~ (1 +0.4 DSCH )IDSCH- (7)
SFpsch

The ratio Ipcu/Ipscu from Eq. (7) replaced into
Eq. (5) yields

SIRDSCH _ SFDSCH + 0.4 x SIRDSCH (8)
SIRDCH SFDCH '

By Eq. (8), a SIR target on the DCH corre-
sponds to a given SIR target on the DSCH.
Therefore, given the SIR target on the DSCH, the
target on the DCH can be achieved by suitably
setting the power ratio R.

In our model we have assumed that the DCH
control channels use a SF equals to 512 and re-
quire a SIR target equal to 8§ dB. Furthermore, we
have disregarded the term 0.4 x SIRpscy in Eq.
(8).

Fig. 17 shows the delay vs. throughput curves
for the case SF =4, R=2/3 and N = 10, 15. We
see that the effect of the DCH interference reduces
the maximum throughput with respect to the case
of no DCH interference (NI). The increased in-
terference increases the BLER and the BO oper-
ates drastically reducing the maximum G to values
equal 0.84 and 0.75 for N =10 and N =15 re-
spectively. A similar behavior has been observed in
the case of four channels, SF =8 and R = 1/2 as
shown in Fig. 18. Here the limiting effect of BO on
the channel traffic is even more drastic as the
maximum G is 0.77 and 0.69 for N = 10 and 20,
respectively.
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Fig. 18. Average delay versus throughput when a different
number of active users is adopted in the case with four physical
channels, SF =8 and R = 1/2.

For the optimal choice of N a trade off exists
between interference and multiplexing effect. In
fact, by reducing N the system throughput from
one side increases because the interference de-
creases, but from the other side it decreases be-
cause of the increasing multiplexing inefficiency.
The latter effect becomes relevant when the NV users
are not able to fill the channel. In the cases we have
considered such effect has never been observed

since the source traffic model adopted assumes an
high speed (929.4 kb/s).

5.5. Effect of power control

The closed-loop power control in the DSCH
has been introduced to increase the capacity of the
system. However, we have already observed in
Section 3 that the burstiness of data transmission
may jeopardize the gain achieved. Furthermore,
the use of the control channels introduces addi-
tional interference. To evaluate the effect of this
trade off, we have analyzed two alternative ways of
using the FACH channel, which is very similar to
the DSCH as far as the processing and the trans-
mission of information is concerned, but do not
use a closed-loop power control.

In the first alternative, the “NO-PC” case, no
power control is exerted and all users transmit at
the fixed level of 30 dBm. In such a channel, users
experience different average SIR values, due to
their different path loss and shadowing, and,
therefore different BLER values. To avoid persis-
tent error conditions of users with a bad channel, a
Random Order scheduling discipline has been
adopted.

In the second alternative, the “OL-PC”, open-
loop power control mechanism that compensates
the different link losses has been implemented. In
this case, the transmitted power is adjusted, within
the allowed range, to reach a target value for the
received power level.

Fig. 19 shows the delay vs. throughput curves
for these two different alternatives. In the NO-PC
case the maximum throughput, equal to 450 kb/s is
obtained using the lowest spreading factor SF = 4,
R =1/2 and one physical channel. Furthermore,
in this case, a non-negligible outage probability
has been observed. In fact, 8% of users experience
packet dropping due to the limit in the number of
consecutive retransmissions.

The performance of the OL-PC case depends
also on the target value of the received power and
the best results, shown in the figure, have been
obtained using the same channel parameters as in
the NO-PC case, and a received power target value
of —66 dBm. The maximum throughput in this
case is 670 kb/s. For comparison purposes we have
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Fig. 19. Best delay throughput curves for cases NO-PC, OL-PC
and CL-PC.

also reported in the figure the best performance
achieved using CL-PC previously shown in Fig.
18. The comparison shows that in the UMTS
system the CL-PC is very effective and almost
doubles the throughput with respect to the case of
OL-PC.

6. Conclusions

In this paper we have presented some prelimi-
nary results obtained by simulation on the delay-
throughput curves of the packet service of the
UMTS radio interface in a homogeneous cellular
system. In particular, we have focused on the effect
that the many system parameters and channel
configurations have on the UMTS capacity. Al-
though at present we have considered a specific
scenario, which ignores fading and assume a
shadowing standard deviation of 5 dB, we think
that some general remarks and some warnings can
be inferred by our results.

Primarily, we have verified that the close-loop
power control mechanism is very effective even
with packets service, where the burstiness causes
abrupt changes in the overall interference. How-
ever, due to this changes, the power-control
mechanism tracks the SIR target with errors and
achieves a SIR whose standard deviation increases
as the speed of the physical channel increases,

because of the reduced packet transmission time.
With the traffic model adopted we have verified
that the mechanism is very efficient even with low
interference protection. In particular, with a single
physical channel, the maximum throughput, equal
to 980 kb/s, is attained with the smallest availa-
ble SF, SF =4, and a light code, R = 2/3, corre-
sponding to a net physical speed of 1260.8 kb/s. If
a higher channel protection is chosen (lower R or
higher SF) the throughput is reduced due to the
increased overhead.

If the use of multiple physical channels is al-
lowed, the maximum throughput is attained by
using up to four channels with SF =8 and R =
1/2, despite the new intra-cell interference intro-
duced. This is mainly due to the improved effi-
ciency of the closed-loop power control with the
reduced interference burstiness. With greater SF
and/or more powerful codes more channels, of
lower speed and higher delay, must be used, but
the capacity is not increased. To assess the gener-
ality of this results we have also investigated the
capacity with shadowing increased from 5 to 10
dB, although the related results have not been re-
ported in the paper. As expected the capacity de-
creases and is now achieved with 3 rather than 4
physical channels, but the optimal channel pa-
rameter choice remains unchanged (SF =8, R =
1/2). We have also verified that these results have
significance in all the cases in which fading can be
counteracted by other means, such as power con-
trol (in this case the introduction of fading has the
same effect as increasing the shadowing standard
deviation), or a Rake receiver with optimal signal
combining.

A further general result is throughput instability
at capacity, i.e., when the system operates with the
highest bearable interference. In this case a back
off mechanism, which is able to reduce the inter-
ference by reducing the channel traffic, is crucial to
let the system operate close to capacity.

Also the use of DCH for power control with
DSCH may lead to instability if the number of
DCH is not limited; therefore, users must be
queued not only for the DSCH use but also for
accessing power control channels.

Finally, we must note that a great reduction of
capacity may be observed if low speed users are
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served because of the excessive length of the frame,
which is the minimum unit that a single user may
use. In fact, at capacity, the frame length varies
from 4746 bit, with four SF =8, R = 1/2 chan-
nels, to 12608 bit with SF =4, R =2/3. In these
conditions slow users might not be able to fill the
entire frame. As all frames are synchronized, the
reduced frame filling degree does not reduce
the interference, yielding a net decrease in through-
put. Indeed, we expect that capacity is further
reduced by the fact that the great burstiness in-
troduced in this way further affects the power
control, although we could not verify this effect
because, to simplify the simulator, we did not
consider power updates within the frame.

The simulator we have implemented is rather
complete and allows to investigate the perfor-
mance of other channels such as DCH and FACH.
From the DCH analysis, we have observed that,
adopting circuit switching operation with an av-
erage measured BLER not greater than 0.001,
averaged on all channels, and assuming the sce-
nario adopted in this paper, only 18 channels with
SF = 64 and R = 1/2 can be served. Each channel
provides a physical throughput of 42 kb/s. This
corresponds to an aggregate maximum throughput
of 756 kb/s, which should be compared with the
maximum throughput of 1200 kb/s obtained with
the packet service over DSCH. This confirms that,
in spite of the several limitations of UMTS pointed
out in this paper, packet switching, due to its in-
trinsic flexibility, better adapts to interference
limited systems than circuit switching.
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