4 Getting Primal Feasible Solutions



4.1 Observations on Lagrangean Results

In addition to being a bounding procedure of large scale optimization problems, the solution procedure of Lagrangean dual problems usually provides important implications and nice starting points, which sheds light on the searching of good primal solutions [1, 3, 13, 38].

The first possibility to utilize Lagrangean relaxation results may be to directly use solutions to the Lagrangean relaxation problems. More precisely, at each iteration of solving the dual problem, a Lagrangean relaxation problem is solved. If the decision variables calculated happen to satisfy the relaxed constraints, then a primal feasible solution is found. Otherwise, modification on such infeasible primal solutions can be made to obtain primal feasible solutions, for instance, drop-and-add heuristics. The method seems not fully applicable in our problem since we relaxed many complicated constraints.

The second possibility is to find the implications on (the combinations of) Lagrangean multipliers, which may contain subtle physical meanings and lead to good primal algorithms. The techniques are used in the development on the algorithms introduced in the following sections.

Due to the complexity of the primal problem, a divide-and-conquer strategy is proposed to get the primal feasible solutions. As we mentioned in Chapter 1, the whole joint problem is the combination of several subproblems. They can be divided into 3 main parts: (1) base station allocation, power control, and mobile station homing subproblems, (2) channel assignment subproblem, and (3) MTSO allocation subproblem. The connectivity subproblem is solved parallel to the 3 subproblems. For the time constraints of thesis development, we are primarily focus on the first 2 subproblems.





4.2 Heuristics for Base Station Allocation, Power Control and Mobile Station Homing Subproblems

First, we consider the system state 
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 where all components are functional. We proposed 3 heuristics for solving the subproblems based on Lagrangean results.



Heuristic 1:

Based on inspiration on Lagrangean solution procedure of 
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The set of routing decision variables 
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 are secondary decision variable in our formulation. On solving the subproblem related with 
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, we indeed solve a shortest path problem for each O-D pair 
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. The link set metric (arc weights) of links belongs to set 
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 (which represent links between a mobile station and a base station) can be viewed as the cost of homing a mobile station to a base station to some extent. If we sum over all arc weights of links between a base station and all its candidate mobile stations (within the range of its maximum power radius), divided by the number of candidate mobile stations, the value could be regarded as an indicator of averaged customer servicing cost in some degree. The fixed cost of a base station can be expressed by 
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. We are more willing to construct a base station with lower fixed cost and lower customer servicing cost. Algorithm 4.1 is designed based on the above observations.



Algorithm 4.1

Step 1.
Sort all candidate base stations by the key value
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where 
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 represents the set of all mobile stations within the maximum power radius of base station j. The ranking rule is: base station 
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 ranks higher than 
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Step 2.
According to the order given by Step 1, construct base station j one by one until all the mobile stations are served. Mobile stations homing are based on the principle that when we set a base station j, we try our best to utilize all its capacity until no more mobile stations can be served by it. 

Step 3.
Set all 
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 to be the smallest value to cover the furthest mobile station assigned to base station j.

□



Heuristic 2:

Based on Lagrangean solution of 
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The set of decision variables 
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’s could be directly adopted as primal solutions by the rule: Base station j is constructed to allocate if corresponding 
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 is not equal to zero, else it is rejected. Note that there may be too many or too few base stations settled to serve all the mobile stations. Algorithm 4.2 provide a solution for the case of under-utilized by adding base stations one by one, and the case of over-utilized would be solved by adding more base stations in the order suggested by Heuristic 1.



Algorithm 4.2

Step 1.
Divide the base stations into 2 groups, those with corresponding 
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 with value 1 (group 1), and those not (group 2). Sort the two groups of base stations by the key value
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The rank of base stations is given by: group 1 ranks higher than group 2; within the same group, base station 
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 ranks higher than 
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Step 2.
According to the rank given by Step 1, construct base station j one by one until all the mobile stations are served. Mobile stations homing are based on the principle that when we set a base station j, we try our best to utilize all its capacity until no more mobile stations can be served by it. 

Step 3.
Set all 
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 to be the smallest value to cover the furthest mobile station assigned to base station j.

□



Heuristic 3:

Based on Lagrangean solution for 
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 indicates the same physical meaning of 
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 but may have different value from it since the corresponding constraints are relaxed. The heuristic is to select base station j if corresponding 
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 has non-zero value. Note that, as mentioned in Heuristic 2, there may be too many or too few base stations settled to serve all the mobile stations. Algorithm 4.3 is an solution similar to Algorithm 4.2.



Algorithm 4.3

Step 1.
Divide the base stations into 2 groups. Define 
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. Group 1 is the set of base stations with corresponding 
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. Group 2 are the rest base stations. Sort the two groups of base stations by the key value
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The rank of base stations is: group 1 ranks higher than group 2; within the same group, base station 
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 ranks higher than 
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Step 2.
According to the rank given by Step 1, construct base station j one by one until all the mobile stations are served. Mobile stations homing are based on the principle that when we set a base station j, we try our best to utilize all its capacity until no more mobile stations can be served by it. 

Step 3.
Set all 
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 to be the smallest value to cover the furthest mobile station assigned to base station j.

□



Now let us consider systems in failure state e. In this thesis we are focused on the scenario of one single base station failure. When we have a design of state 
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, we need only to consider the failure of base stations constructed in this state (failure of base stations that are not really used has no impact on desired quality of service). A greedy based heuristic is proposed for this problem (Algorithm 4.4).



Algorithm 4.4

Step 1.
Sort existing base stations by the number of mobile stations served by them. This is the order of failure scenarios we will consider.

Step 2.
According to the order given on Step 1, consider base station failure one by one (through Step 3 to Step 6) until all single base station failure scenarios are considered. Let the base station currently considered be 
[image: image35.wmf]j

ˆ

.

Step 3.
Sort the existing base stations by function 
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 in descending order, where 
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 is the set of mobile stations homing to the failed base station 
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 in state 
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 and within the maximum power radius of base station 
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. (Note the subtle differences between 
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Step 4.
Adjust transmission radius of base station 
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 one by one according to the order calculated in Step 3 until the coverage ratio requirement is fulfilled. Once the requirement is reached, back to Step 2. If the coverage ratio requirement can not be fulfilled when all the existing base stations are considered, go to Step 5. The principle of adjusting 
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 is to try the best to cover most mobile stations within the range limit until no more mobile stations can be served by it.

Step 5.
Sort the base stations not constructed currently by function 
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 in descending order, where 
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 is the set of mobile stations not served now and within the maximum power radius of base station 
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Step 6.
According to the order given on Step 5, construct base station j one by one until the coverage ratio requirement is fulfilled. Mobile stations homing are based on the principle that when we set a base station j, we try our best to utilize all its capacity until no more mobile stations can be served by it. Set 
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 to the smallest value to cover the furthest mobile station served by it.

□





4.3 Heuristics for Channel Assignment Subproblem

Observe the solution procedure to subproblem 3.6 related with decision variables 
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. In the dual search procedure, we have coefficient 
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 for each 
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, which is the interference introduced by base station 
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 to other base stations. If we sum 
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 over every possible i under the channel demand constraint (Constraint (6)), the sum can be viewed as an indicator of the “degree of difficulty” [3] in assigning channels to this base station. In order to minimize the total channels required, we are more willing to assign channels to the base stations with higher “degree of difficulty” fist and we can utilize these coefficient vectors to determine 
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’s. Algorithm 4.5 describes the approach. This algorithm is basically follow the same rationale proposed in [1]. Note that we can perform this algorithm for each system states once to determine all the related decision variables.



Algorithm 4.5

Step 1.
For each base station, sum up the coefficient 
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 of each possible channel under the channel demand constraint.

Step 2.
Sort the base stations based on the sums calculated in Step 1. That is, the base station with higher “degree of difficulty” would be considered first.

Step 3.
According to the rank decide in Step 2, assign channels to each base station one by one until all channel demand is satisfied. The rule is that when we decide whether to assign a channel to a base station, we first investigate the interference introduced by other base stations that have already been assigned the same channel. If the interference is under the carrier-to-interference ratio (CIR) constraint and the interference introduced by this assignment will not violate other base stations’ CIR constraints, then we permit the assignment. Otherwise, we choose another channel to fulfill the demand. Set the value for all corresponding decision variables.                              □
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