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論文摘要
本研究乃提供一種確保高速網路服務品質的方法。本研究針對各式高速網路（High-speed Networks）提出確保資料傳輸服務品質（Quality-of-Service）之規劃方法，擬透過（i）允入控制（Admission Control）（ii）路由指定（Routing Assignment）與 （iii）資源預留（Resource Reservation），上述三種機制的共同運作以優化網路系統之整體效能、總流通量或收益。允入控制（Admission Control）乃用於決定是否接受任何一組用戶群（User group）之服務要求，以達成確保其服務品質需求且不至於影響其他現存使用者服務品質的目標；路由指定（Routing Assignment）之功能乃在於決定每一被允入之使用者客戶群將採何種路徑傳輸其資料，包括單點傳播路徑（Unicast）以及多點群播（Multicast）樹狀（Tree）路徑；資源預留（Resource Reservation）則必須藉由等效容量（Equivalent Capacity）的計算，為已允入之用戶群在所其使用之網路元件上進行資源分配（Resource Allocation），以確保任一使用者客戶群中各終端使用者需求之端對端服務品質要求。顯然上述三種機制之間存在高度相關性，而透過此三機制的相互合作可優化（Optimize）整體系統效能並產生最大收益。

本研究採行之方略為首先將所擬研究之允入控制、路由與資源預留之綜合問題數學模式化為一數學規劃 （Mathematical Programming）問題，其中目標函數（Objective Function）為優化系統之整體流通量（Throughput）或收益，同時需滿足諸如服務品質需求、容量限制、以及樹狀路由等條件限制，再者就此數學模式中所具有之特性，研擬出以最佳化技巧為基礎（Optimization-based）之演算法以解決此一複雜之規劃問題，為此我們發展了數個以拉格蘭氏鬆弛法（Lagrangean Relaxation）為基礎的經驗法則解題程序，這些解題程序分別應用在兩個考慮不同服務品質參數之模組上，分別是（i）流通量（Throughput）模組及（ii）延遲與流失量（Delay and Loss）模組，並導入大規模的數據測試以驗證這些解題程序之效果及效率。

根據上述實驗數據證明，我們針對上述高速網路規劃問題所設計之以拉格蘭氏鬆弛法為基礎的經驗解題程序，不但在效能上已達到求得近似最佳解（Near Optimal Solution）之優異表現，以C語言實作之程式在執行效率上亦可達即時性要求，時下面對日新月異的網路技術與架構，網路規劃與容量管理之重要性亦日趨增加，國內外電信與數據通訊營業單位針對此類規劃問題往往有賴工程師以經驗法則進行決策，本篇論文則針對高速網路之允入控制、路由以及資源預留等服務品質導向問題提供之一整合性解決方案，以提高網路規劃之強固性與效能，因此本研究在網路規劃與管理領域具有相當高的原創性與實施性，同時兼備學術與實用價值。
關鍵詞：服務品質、允入控制、路由指定、資源預留、群播服務
Abstract

In this paper, we intend to solve the problem of supporting Quality-of-Service (QoS) guaranteed services, e.g. real-time multimedia services for the broadband Internet. Three QoS control mechanisms are jointly considered to achieve this goal. They are (i) admission control, (ii) routing assignment and (iii) resource reservation. The function of admission control is to determine whether a service request can be granted such that the requested QoS of the new user group(s) and the QoS requirements for existing user groups can be satisfied. The function of routing assignment is to determine a path (for unicast traffic) or a tree (for multicast traffic) for each admitted user group. The function of resource reservation is to calculate just sufficient resource reserved on each of the involved network elements along the assigned path (tree), such that the end-to-end QoS requirement for each destination of the user group can be satisfied.


In this paper we propose two mathematical models for achieving the goal of end-to end QoS assurance in the Broadband Internet. The first is a throughput-guaranteed model which satisfied user’s throughput requirement, and the second model intend to control the data transmission loss and delay in a promised level in addition. The basic methodology taken for solving the problem is Lagrangean relaxation. The efficiency and effectiveness of the algorithm are evaluated by computational experiments.

Keywords: Quality-of-Service, Admission Control, Routing Assignment, Resource Reservation, Multicast Service
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Introduction

1.1 Problem Description and Motivation

Ours is an age of networks. The success of the Internet has brought the human into a new information age, yet people must invest today to create the foundation for the networks of the 21st Century. Therefore, all the nations engaged in developing the information infrastructure of the next generation, while the bottleneck of multimedia service transmission has gradually become relevant due to the best-effort environment of the Internet.

In the application point of view, there are new requirements such as distance learning and videoconference in the future broadband Internet. In order to support the advanced applications of the next generation Internet, it will be necessary for the service delivery infrastructure to provide multimedia services and multicast data delivery within guaranteed bounds on transmission delay, delay jitter and data loss. Therefore, for future high-speed networks, it is an important issue to provide a multiple and controlled level of delivery under which the integrated service environment would be implemented, and the Quality-of-Service (QoS) of each type of service would be controlled or guaranteed, on the contract of the current best-effort service environment.

In this research, we’d like to consider the QoS assurance issue for the broadband Internet using admission control, routing and resource reservation jointly. The objective of the algorithm we propose is to maximize the overall throughput/revenue of the system while satisfying the QoS requirement of traffic flows, subject to resource and routing constraints. It is a realization of the QoS-based routing while the routing and admission decisions are based on some knowledge of the resource availability of the network as well as QoS requirements of flows. 

In this paper we propose two mathematical models for achieving the goal of end-to-end QoS assurance in the Broadband Internet. The first is a throughput-guaranteed model which satisfied user’s throughput requirement, and the second model intend to control the data transmission loss and delay in a promised level in addition.

1.2 Historical Background 

1.2.1 QoS routing

The success of the Internet has brought the new requirements for the upcoming gigabit-per-second high-speed networks, or so called the next generation Internet. The requirement for timely and high-quality delivery of multimedia application has brought raises new challenges for the future integrated services broadband networks. One of the key issues is QoS routing, or so called the constraint-based routing [16]

 REF _Ref457189705 \r \h 
[22]

 REF _Ref457191318 \r \h 
[26]

 REF _Ref457191323 \r \h 
[29]

 REF _Ref457190090 \r \h 
[39].


The notion of Quality-of-Service (QoS) has been proposed to capture the qualitatively or quantitatively defined performance contract between the service provider and the user applications. The QoS requirement of a connection is given as a set of constraints, which can be link constraints, path constraints, or tree constraints [22]. A feasible path (tree) is one that has sufficient residual (unused) resources to satisfy the QoS constraints of a connection. The basic function of QoS routing is to find such a feasible path (tree). In addition, most QoS routing algorithms consider the optimization of resource utilization measured by an abstract metric, the cost [16]

 REF _Ref457189705 \r \h 
[22]

 REF _Ref457191318 \r \h 
[26]. 

In the current best-effort service environment of Internet, data packets of a session may follow different paths to the destination. The network resources (e.g., switch buffer and link bandwidth) are fairly shared by packets from different sessions. This paradigm of routing is inadequate for supporting the integrated service environment of the future high-speed networks because of the unpredictable delay and arrival order of the protocol data units (PDUs), which is undesirable for continuous real-time traffic. Besides the lack of support for resource reservation is vital for the provision of guaranteed end-to-end performance.

The goal QoS routing is to select the network routes with sufficient resources for the requested QoS parameters. It is to satisfy the QoS requirements for every admitted connection, as well as to achieve global efficiency in resource utilization. Many QoS routing algorithm have been proposed recently with a variety of constraints considered, and a survey of recent development in this area was presented in [6]. 

1.2.2 Resource reservation

In order to provide the guaranteed services, the required resource (buffer, bandwidth, etc.) must be reserved when a QoS connection is established [40]. Hence, the data transmission of the connection will not be affected by the traffic dynamics of other connections sharing the common links. Before the reservation can be done, a path with the best chance to satisfy the resource requirement must be selected. That is the job of routing. As a result, QoS routing and resource reservation are two important, closely related network components [33]. 

1.2.3 Admission control

Closely related to reserving resources is the technique of admission control in advance, usually at call setup time. Admission control is to handle the question of whether or not a network can accept a new connection [20]

 REF _Ref457287000 \r \h 
[35]. The decision is based on (1) Does the new connection affect the QoS of the connections currently being carried by the network? (2) Can the network provide the QoS requested by the new connection? Once a request is accepted, the required resources must be guaranteed. Admission control is used for Constant Bit Rate (CBR) and Variable Bit Rate (VBR) services as a preventive scheme in congestion control [30]. 


 One of the approaches to calculate the bandwidth to be allocated to a connection is statistical allocation, whose advantage is to take advantage of statistical gain when multiplexing a number of bursty sources on a single link. A variety of algorithms have been proposed in the literature based on different approximations or types of bandwidth allocation schemes which do not require complicated queuing solutions, the effective bandwidth is one of them.

For effective resource management, one needs to find a key relationship between the traffic descriptor of users and the resources necessary to support the desired QoS. Effective bandwidth is the minimum bandwidth required by the connection to accommodate its desired QoS requirement, and the notion of effective bandwidths has provided a useful practical framework for connection admission control and capacity planning in high-speed communication networks [3]

 REF _Ref457375124 \r \h 
[5]

 REF _Ref457185218 \r \h 
[15]

 REF _Ref457200175 \r \h 
[38]. 


The admission control is often considered a by-product of QoS routing and resource reservation. If resource reservation is successfully done along the route(s) selected by the routing algorithm, the connection request is accepted; otherwise, the request is rejected.


We may learn from the above sections to know that in order to consider the QoS assurance issue for the broadband Internet, the three closely-related mechanisms, admission control, routing and resource reservation, should be considered jointly. 

Given a backbone network as shown in Figure 1, there are calls requesting for multicast transmission services. As shown in Figure 2, the objective here is clearly: given specific QoS (throughput, loss probability, delay, etc.) requirements of these calls, should they be admitted or rejected? If the network has enough resources (bandwidth, buffer, etc.) to serve them, what routing path (tree) should be taken to achieve the maximum utilization of resources? How much amount of resource should be reserved along the routing path (tree)?
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Figure 1 Backbone topology
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Figure 2 QoS assurance mechanism

1.3 Thesis Outline

In this paper we propose two mathematical models for achieving the goal of end-to-end QoS assurance in the broadband Internet. The first is a throughput-guaranteed model which satisfied user’s throughput requirement, and the second model intend to control the data transmission loss and delay in a promised level in addition.

Two models

Chapter 2 Throughput Model

Consider user’s throughput requirement
Goal: maximization of overall revenue/ throughput, subject to capacity constraint



Chapter 3 PDU loss and delay model

consider user’s loss and delay requirement

Goal: maximization of overall revenue/throughput, subject to  bandwidth and buffer size constraints



Table 1 Two models considering different QoS measurements

In chapter 2, the throughput model is proposed. The mathematical formulation is elaborated in section 2.2, and the solution procedure is described in section 2.3 and 2.4. The computational result of the throughput model is shown in section 2.5. The same architecture is applied for the PDU loss and delay model in chapter 3. The chapter 4 is the summary and conclusion of this thesis.

Throughput Model

1.4 Introduction

The broadband Internet is modeled as a graph where each node in the graph represents a switch fabric and each arc in the graph represents a communication channel (also called a link). A user group is an application requesting for transmission in this network, which has one source and one or multiple destinations. Given the network topology, the capacity of links and the QoS requirements of every user group, we want to jointly determine the following decision variables: (1) the admission determination of each user group; (2) the routing assignment (a tree for multicasting or a path for unicasting) of each user group; and (3) the bandwidth to be reserved on each network segment for user groups. 

Let L be the set of links in the network and G be the set of user groups which request for connection of either unicast or multicast service. For each user group g(G, the traffic is transmitted exactly over one tree from the set of candidate trees Tg, which was pre-calculated by (i) shortest-path [9], (ii) minimum cost spanning tree [31] and (iii) the Steiner tree approximation algorithms [21]

 REF _Ref457360946 \r \h 
[37].

First we propose a throughput model for establishing a network which may ensure the minimum throughput requirement for each multicast group could be satisfied. This model is especially suitable for supporting Constant Bit Rate (CBR) services or traffic types with given Peak Cell Rate (PCR). By formulating the problem as a mathematical programming problem, we intend to solve this mathematical problem optimally for obtaining a network fitting into our goal, that is, which makes sure the throughput of each multicast group upon a given level. Consequently the objective function of this problem is to maximize the revenue of system by admitting as many user groups (multicast groups), subject to the capacity constraint of each link.
1.5 Problem Formulation

1.5.1 Notation

rg : mean throughput requirement for multicast group g
ag: revenue for admitting multicast group g
L : set of links of network

l : a link of network, l(L
Cl : capacity of link l 
Tg : set of trees for user group g
(tl : 1 if link l is on tree t, and 0 otherwise
t’ : an artificial tree with zero cost/revenue
T’g = Tg∪{t’} 

yt : 1 if tree t is selected, and 0 otherwise

Objective function:

ZIP1 = 
[image: image3.wmf]å

å

Î

Î

g

T

t

t

G

g

g

y

a

max

 (IP1)

Subject to


[image: image4.wmf]1

=

å

¢

Î

g

T

t

t

y



[image: image5.wmf]G

g

Î

"


(1)


[image: image6.wmf]1

0

or

y

t

=



[image: image7.wmf]G

g

T

t

g

Î

¢

Î

"

,


(2)


[image: image8.wmf]l

t

tl

G

g

T

t

g

C

y

r

g

£

å

å

Î

¢

Î

s



[image: image9.wmf]L

l

Î

"


(3)


The objective function of (IP1) is to maximize the total “revenue” ag of servicing the admitted multicast groups g, where g(G and G is the set of user groups requesting for connection. ag can be viewed to reflect the priority of user group g, while different choices of ag may provide different physical meanings of the objective function. For example, if ag is chosen to be the mean traffic requirement of user group g, then the objective function is to maximize the total system throughput. If ag is chosen to be the earnings of servicing user group g, then the objective function is to maximize the total system revenue. In general, if user group g is to be given a higher priority, then the corresponding ag may be assigned a larger value. 

For each user group g(G, let decision variable yt be 1 if the traffic of user group g is assigned to tree t( T’g and 0 otherwise. Tg is the set of candidate routing paths of user group g, created in advance for avoiding the NP-completeness of the multicast routing problem. For each user group, six candidate trees are generated by apply three different algorithms as follows: (1) The well-known shortest path spanning tree algorithm, (2) the minimum cost spanning tree algorithm and (3) the approximation of the Steiner tree algorithm. Then an artificial tree t’g which generates no cost/revenue for admitting that multicast group was introduced. The artificial tree t’g exists for the purpose of simplifying our formulation, which would be selected to carry the rejected traffic. A user group would be rejected whenever (i) its the throughput requirement can not be satisfied or (ii) its admittance into the network causes the QoS of other connections (of possibly higher revenue) to become unacceptable. Let T’g= Tg∪{t’g}. 

Constraint (1) and (2) requires that exactly one tree is selected for each user group g. Constraint (3) is referred to the capacity constraint, which requires that the aggregate flow on each link l not exceed its physical capacity Cl. 

1.6 Solution Approach

The basic proposed approach to the algorithm development is Lagrangean relaxation, which is a powerful mathematical technique designed for large-scale linear programming problems in the 1970s [8]

 REF _Ref457287720 \r \h 
[13].

Lagrangean Relaxation has been applied to obtain excellent heuristic solutions and tight lower bounds for the traveling salesman problem [19], the concentrator location problem [28], a topological design problem in centralized computer networks [17], and many famous NP-complete problems [11]

 REF _Ref457375297 \r \h 
[12]. Moreover, this approach has led to dramatically improved algorithms for a number of important problems in the areas of routing, location, scheduling, assignment and set covering [18]

 REF _Ref457120579 \r \h 
[24]

 REF _Ref457120580 \r \h 
[25]. The Lagrangean Relaxation solution strategy has a number of significant advantage [2]: 

1. The Lagrangean relaxation problem can thus be used in place of a linear programming relaxation to provide bounds in a branch and bound algorithm.

2. Lagrangean relaxation is a very flexible solution approach since it is often possible to decompose models in several ways and apply Lagrangean relaxation to each different decomposition ways.

3. In decomposing problems, Lagrangean relaxation solves primal problems as stand-alone models, consequently, the solution approach permits us to exploit any known methodology or algorithm for solving the problem.

4. We can use Lagrangean relaxation methods to devise effective heuristic solution methods for solving complex combinatorial optimization problems and integer problems.

The motivation for adopting this approach was our observation that the original problem has attractive substructures, the minimum cost spanning tree problem and the shortest path problem, that we would like to exploit algorithmically, and therefore is proposed to solve (IP1). 

1.6.1 Lagrangean Relaxation

To apply the technique of Lagrangean relaxation, we first identify in the constraint set of primal problem a set of complicating constraints whose removal shall simplify the solution procedure. These constraints are then multiplied by correspondent Lagrangean multipliers and added to the objective function. This operation is referred to as dualizing the complicating constraints. 

In this case we may dualize Constraint (3) of (IP1) to form the following Lagrangean Relaxation problem (LR1).
ZD1(u) = min {
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 s.t. Constraints (1) and (2)
Problem (LR1) can be further decomposed into |G| subproblems. For each 
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We may easily solve the above Lagrangean Relaxation problem optimally by exhaustively searching from the known set of candidate trees of each user group g, where for user group g the cost of tree yt (excluding the artificial trees) is 
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. If the cost is less than ag then admit this user group, otherwise, we reject it and set yt’ =1, which also means it was routed to the artificial tree. 

1.6.2 The dual problem and the subgradient method
According to the weak Lagrangean duality theorem, for any u ( 0, the optimal objective function value of (LR1), ZD1(u) is a lower bound on ZIP1. We would like to determine the greatest lower bound by 
ZD1 = 
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For solving the dual problem (D1), the subgradient method is applied. Let an (L( vector y be subgradient of ZD1(u). In iteration k of the subgradient optimization procedure, the multiplier for each link l(L is updated by 
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The step size tk is determined by
tk = (
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where 
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 is an objective function value for a heuristic solution (upper bound on ZIP2) and ( is a constant, 0 ( ( ( 2.

We may examine the solution iteration by iteration. Following cases may happen in the solution processes.
(1) All multicast connections can be admitted

Whenever this happens, it means all multicast connections can be accommodated in one of its candidate trees and the tree is a non-artificial one. We may stop the solving procedure since the optimal value has been found.

(2) Artificial Trees included

When the pre-determined number of iterations reached, we still cannot get a solution in which accommodates all multicast groups to non-artificial trees. The best solution (largest revenue one) is kept. Based on the best solution some modification may be done by applying “add” heuristics developed to get a better solution. We will illustrate this in the next section.
(3) Infeasible solution

Since we relax Constraint (3) of the original formulation to form the Lagrangean relaxation, it is possible that we cannot find a feasible solution in Phase I. More specifically, there are at least one link containing traffic more than the link capacity limitation. In this case, some additional adjustments are needed to improve the infeasibility, we will describe this “drop-and-add” heuristic to get a primal feasible solution. 
1.7 Getting Primal Feasible Solution

To calculate primal feasible solutions for the throughput model, solutions to the Lagrangean Relaxation problems are considered. The set of {yt} values obtained by solving problem (LR1) described above may not be a valid solution to problem (IP1) because the capacity constraints in problem (IP1) are relaxed in problem (LR1) and they may be violated for certain links. If a solution to (LR1) is also feasible to (IP1), then it is considered as a heuristic solution to (IP1); otherwise, it will be modified so that it may become feasible to (IP1). 

Hence we need additional heuristics to derive valid and good values for {yt} and, thus, a tight upper bound on ZIP1. In this section, we describe the details of these heuristics. We first describe the “drop and add” heuristics which can gradually modify a given set of {yt} until the link capacity constraints are satisfied and to maximize the total revenue by admitting as many unadmitted users as we can.

1.7.1 Drop heuristic

Given yt, for all t ( T’g and g ( G, we first compute the total amount of bandwidth allocated to yt on each link l, denoted as bl. Then we calculate the total capacity assigned to each user group g, that is, rg * the number of links user g went through), and denoted as Rg. 

If bl ( Cl, the given set of yt forms valid solution and the “drop” process will not be performed. Otherwise, a link with a largest ratio of bl /Cl , denoted as l1, is identified. Then we identify a user group g1 and the tree yt assigned to it, which satisfied the following properties: (1) yt is positive (i.e. a non-artificial tree has been assigned to group g1), (2) tree yt contains link l1, (3) g1 has the smallest ratio of a[g]/R[g] among all users who went through link l1, which means g1 might be the least-revenue-generated or most-resource-consumed one among all users. Once g1 is identified, then we drop g1 from link l1, this step shall reduce the amount of overflow by rg1 (bandwidth requirement of g1) on link l1. We then re-compute the total amount of bandwidth allocated on each link. This updated information is then used to select the next link and path for dropping a user. The iterative process will continue until a valid solution is found (i.e. the amount of bandwidth allocated is less than or equal to the link capacity for all links).

1.7.2 Add heuristic

Given a valid set of yt, t ( T’g and g ( G, if there are any unadmitted users g whose yt is 0, (i.e., an artificial tree was assigned to g), the “add” heuristic is applied to admit these user groups for further increasing the overall revenue/throughput of the system. Similar to “drop” heuristic, the “add” heuristic adds one user into the network a time. Recall that we sort user groups on overflowed links by their ratio of a[g]/R[g] and then drop some users for releasing the congestion on these links, in our implementation, we use a data structure of “stack” to store the information of user groups who were rejected in the solution procedure of problem (LR1), or dropped in the aforesaid stage of “drop” heuristic. The set of users belongs to the “dropped” stack was denoted as G2. 

Then in the “add” heuristic, we pop these user groups from stack with a “First In, Last Out” manner at each iteration. Instead of simplicity, another reason for the use of stack to implement the “drop and add” heuristics is that we may code the program with recursive loop, which increases the efficiency of our program.

As a result, at each iteration, a user group g2, that satisfied the following properties is identified: (1) g2 is contained in G2, that is, g2 is one of those unadmitted or dropped users to whom an artificial tree was assigned in previous stage, (2) g2 is the first one on stack, that is, g2 has the largest a[g]/R[g] ratio which may generate more revenue or consume less resource than other users for the network. Once g2 is identified, we try to put g2 back into network, and the capacity constraint of each link on tg2 must not be violated, if not, g2 will be dropped from G2 and the process continues until no unadmitted user group is left. 
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Figure 3 Flowchart of solution procedures

1.8 Computational Results

The admission control and routing algorithm considering throughput requirement of users for high-speed networks described aforementioned was coded in C and run on a Pentium 200 PC with 64 MB RAM. The maximum number of iterations allowed was set to 1000 iterations, but it is flexible to reduce the number of iterations in program in some special cases, for example, when the computation time is so important that users are willing to accept a satisfied solution instead of an optimized one. In our implementation, ZhIP was initially chosen as 0, which means, the possible but worst case of rejecting all users and getting no revenue from the network, then ZhIP would be updated to the best lower bound found so far from iteration to iteration. For the throughput model, the choice of the initial values of the multipliers was 0.

We have tested the algorithm on three networks – OCT, GTE and ARPA with 26, 12 and 61 nodes. Their topologies are shown in figure 1, 2 and 3. Representative results have been selected for the purpose of demonstration. Table 1 to Table 3 have the same format. For each test network, 12 distinct cases are considered which have different pre-determined capacity of links and traffic requirement of users. The traffic demand for each user group is drawn from a random variable uniformly distributed in a pre-specified range, which is shown in the second column of Table 1 through Table 3. The third column specifies the capacity of each link. The fourth and fifth columns show the number and the total traffic demand of new user groups, respectively. Both light and heavy loads are considered in these three networks, one can tell by jointly considering the second, third, fourth and fifth column. The sixth column is the number of users admitted after applying our model. The seventh column gives the best objective function value calculated for (IP1) by the proposed heuristics. The eighth column is the smallest upper bound on ZIP1 calculated by solving (D1). The ninth column presents the error difference: 

[(Upper Bound – Lower Bound) / Lower bound], 

which is an upper bound on how far the best feasible solution found is from an optimal solution. The concept of error difference is shown in Figure 4.
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Figure 4 Illustration of the gap between upper and lower bounds
In the tenth column, we report the CPU time of running the program including getting lower and upper bound respectively, which are truncated to 0 if less than 0.000001 seconds. The program was then run to find the maximum revenue by admitting as many user groups. Whereas by the rationale of “serve more, charge more”, the revenue of each user group is chosen as the number of their destinations +1.


From the computational results, it is observed that excellent results can be obtained by the throughput model for the OCT, GTE and ARPA network. For the three tested network, the average error difference are respectively 0.033, 0.014 and 0.0058, which means, the solutions of using the Lagrangean relaxation method are near-optimal. The average computation time of OCT and GTE network are 2.7 and 0.61 seconds, it is worthy mentioned that in most cases the program may obtain the result of admission control and routing path immediately. Even in a large network such as ARPA net with 61 nodes and 20 to 30 users requesting for service, the decision may still obtained in less than one minute. It is hence that the system response time shall be acceptable for most network planners.


[image: image21.wmf]
Figure 5 26-node 30-link OCT network


[image: image22.wmf]
Figure 6 12-node 25-link GTE network


[image: image23.wmf]
Figure 7 61-node 74-link ARPA network

Table 2 Summary of computational results by using the Lagrangean relaxation method on the OCT net with light and heavy loads.

Case No.
Traffic

Range (Mbps)
Link

Capacity (Mbps)
New User Groups
No. of Admitted users
ZhIP 

(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)




No. of 

requested

users
Total

Traffic (Mbps)






1
1-5
100
8
18
8
52
52
0.00
0

2
3-8
100
8
40
8
45
45
0.00
0

3
5-10
100
8
59
8
42
42
0.00
0

4
1-5
100
13
34
13
75
75
0.00
0

5
3-8
100
13
67
13
71
71
0.00
0

6
5-10
100
13
88
13
71
71
0.00
0

7
5-10
50
8
51
8
52
52
0.00
0

8
10-15
50
8
91
8
52
52
0.00
1.10

9
15-20
50
8
136.7
5
33.67
39.7
0.179
6.81

10
5-10
50
13
91
13
82
82
0.00
0.17

11
10-15
50
13
153
9
56
58.7
0.046
9.78

12
15-20
50
13
218
7
41
49.54
0.172
14.56

Table 3 Summary of computational results by using the Lagrangean relaxation method on the GTE net with light and heavy loads.

Case No.
Traffic

Range (Mbps)
Link

Capacity (Mbps)
New User Groups
No. of Admitted users
ZhIP 
ZD
E.D.
CPU time (Secs.)




No. of 

requested

users
Total

Traffic (Mbps)






1
1-5
100
4
11
4
16
16
0.00
0

2
5-10
100
4
26
4
14
14
0.00
0

3
10-15
100
4
47
4
13
13
0.00
0

4
1-5
100
8
21
8
27
27
0.00
0

5
5-10
100
8
52
8
26
26
0.00
0

6
10-15
100
8
94
8
29
29
0.00
0

7
1-10
50
8
36
8
30
30
0.00
0

8
10-20
50
8
119
8
28
28
0.00
0

9
20-30
50
8
193
7
27
29
0.069
1.43

10
1-10
50
12
57
12
40
40
0.00
0

11
10-20
50
12
177
11
44
46.55
0.055
2.69

12
20-30
50
12
281
11
42
44
0.045
3.18

Table 4 Summary of computational results by using the Lagrangean relaxation method on the ARPA net with light and heavy loads.

Case No.
Traffic

Range (Mbps)
Link

Capacity (Mbps)
New User Groups
No. of Admit-ted users
ZhIP
ZD 
E.D.
CPU time (Secs.)




No. of 

requested

users
Total

Traffic (Mbps)






1
1-5
100
20
41
20
223
223
0.00
0

2
3-8
100
20
100
20
225
225
0.00
0

3
5-10
100
20
149
20
216
216
0.00
0

4
1-5
100
30
75
30
327
327
0.00
0

5
3-8
100
30
153
30
377
377
0.00
0

6
5-10
100
30
204
30
343
343
0.00
0.11

7
1-5
50
20
57
20
221
221
0.00
0

8
3-8
50
20
107
19
229
231.78
0.012
70.52

9
5-10
50
20
148
13
204
208.62
0.022
157.08

10
1-5
50
30
79
30
328
328
0.00
0

11
3-8
50
30
138
24
314
319.68
0.018
202.95

12
5-10
50
30
204
18
220
223.77
0.017
266.39

PDU Loss and Delay Model

1.9 Introduction

Problem Formulation

1.9.1 Notation

ag : revenue generated from admitting multicast group g

Tg : set of trees in the network for multicast/unicast group g
t’ : an artificial tree for group g with zero cost/revenue
T’g: Tg∪{t’}
Pgd : the set of paths that destination d of multicast group g may use

Dg : the set of destination of multicast group g
(tld: 1if link l is on destination d of tree t, and 0 otherwise


[image: image24.wmf]pl

d

:1 if link l is on path p, and 0 otherwise

Kgd : end-to-end delay requirement for destination d of multicast group g 
Hgd: end-to-end loss requirement for destination d of multicast group g
Cl : capacity of link l
Ml: total buffer on link l
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(bgl,mgl): delay measured on link l for group g given resource of bandwidth size bgl and buffer size mgl
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(bgl,mgl): loss measured on link l for group g given resource of bandwidth size bgl and buffer size mgl
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gl: the set of possible allocation bandwidth types for link l

[image: image28.wmf]M

ˆ

gl: the set of possible allocation buffer types for link l
(Followings are decision variables)

yt : multicast tree t, t (T’g, 1 if tree t is selected, and 0 otherwise

bgl : bandwidth allocated to multicast group g on link l
mgl : buffer allocated to multicast group g on link l
xgpd: 1 if path p is selected for group g destined for destination d, and 0 otherwise

fgld : 1 if link l is used by destination d of multicast group g, and 0 otherwise

1.9.2 Objective function
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Constraint (3) may be changed to 
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which results in an equivalent formulation with fewer constraints.

Constraints (1) and (2) require that exactly one tree is selected for each user group g. Constraint (3) is referred to as the tree constraint, which requires that the union of the selected path(s) for the destination(s) of user group g forms a tree. Constraint (4) and (5) are referred to as the capacity constraints, which require the aggregation of reserved capacity on each link l not exceeding its physical capacity Cl. Constraint (6) and (7) are referred to as the QoS constraints, which require that the end-to-end QoS requirement for each destination of user group g to be satisfied, for this we will illustrate the approach used to calculate equivalent capacity in next paragraph. Constraints (8) and (9) require that exactly one path is selected for each destination d of user group g. Constraint (10) relates the routing decision variables x’s to the auxiliary variables f’s. The introduction of the auxiliary variables f’s may facilitate the decomposition in the Lagrangean relaxation problem to be discussed later. Constraint (11) is the integrality constraint for each fgld. Finally Constraint (12) and (13) are redundant constraints which provide upper and lower bounds on the reserved capacity for user group g on link l. This constraint shall make the proposed algorithm more effective. Constraint (14) and (15) require the resource to be reserved for users on each links must not excess the link capacity and buffer.
The resource allocation approach we adopt is [15]. The parameter in Traffic Descriptor and QoS requirement needed in this approach are Peak Rate (Rp), Mean Rate (Rm), Mean burst period (bs), PDU Loss Rate (10-(), and Transmission delay (d). To estimated bandwidth requirement together with a buffer of size B is given by
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where the ( = Rp/Rm is the utilization of the source and 
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is the variance of the bit rate due to a source type s. This equivalent bandwidth is computed from the combination of two approaches with Cl based on stationary bit rate distribution, and the other C2 based on an approximation of the fluid-flow model. The buffer sizes allocated to various traffic classes is limited only by the associated delay bounds. In addition, in single service, the fluid-flow approximation solution is nearly to the exact solution[15]. Thus, we use the fluid-flow approximation B = C * d to compute the resource requirement and service classification in Constraint (6) and (7).

1.10 Solution Approach
1.10.1 Lagrangean Relaxation
To apply the technique of Lagrangean relaxation, we first identify in the constraint set of primal problem a set of complicating constraints whose removal shall simplify the solution procedure. These constraints are then multiplied by corresponding Lagrangean multipliers and added to the objective function. This operation is referred to as dualizing the complicating constraints. 

In our solution approach to solving (IP2), we dualize Constraints (3), (4), (5), (6), (7) and (10) to form the following Lagrangean relaxation problem (LR2).
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 s.t.  (1), (2), (8), (9), (11), (12), (13), (14) and (15).
Problem (LR2) can be further decomposed into the following three mutually independent subproblems.

     SP1: 
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  s.t. (1) and (2)

SP1 can be further decomposed into |G| independent problems, one for each user group. Each such problem is to find a minimal cost tree from a given set of candidate trees.
  SP2: 
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  s.t. (8) and (9).

SP2 can be further decomposed into Σg |Dg| independent problems, one for each user group g and a particular destination d . Each such problem is to find a shortest path from a given set of candidate paths.
SP3: 
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s.t. (11), (12), (13), (14) and (15).

SP3 can be further decomposed into |G|×|L| independent problems, one for each user group g and link l. For each g and l, 
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  s.t. (9) and (10).

1.10.2 Dual problem and subgradient method
According to the weak Lagrangean duality theorem, for any u, v ( 0, e ( 0, w ( 0, z ( 0, and s, the optimal objective function value of (LR2), ZD2 (u,v,e,w,z,s) is a lower bound on ZIP2. In order to find the maximum of ZLR2 (u,v,e,w,z,s), a dual problem (D2) is introduced with We would like to determine the greatest lower bound by 
ZD2 = 
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For solving the dual problem (D2), the subgradient method is applied. Let an (L( vector y be subgradient of ZD2(u,v,e,w,z,s). In iteration k of the subgradient optimization procedure, the multiplier vector, bk = (uk,vk,ek,wk,zk,sk), for each link l(L is updated by 
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The step size tk is determined by
tk = (
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1.11 Phase II 
The purpose of Phase II is to maximize the residual capacity on each link of network, therefore, two more decision variables are introduced to present the minimum value of residual resources, they are rc and rm. 

Notation:

rc : minimum residual capacity

rm : minimum residual buffer
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The purpose of objective function is to maximize the residual capacity and buffer size on each link of system, subject to the QoS constraints and capacity constraints. Constraint (1) and (2) require the resources to be reserved on each link obey the QoS requirements for each user group g(G. Constraint (3) and (4) are residual resource constraints which ensure the collaboration with objective function would maximize the residual resources of network.


The methodology taken for solving this problem will also be the Lagrangean Relaxation.

1.12 Getting Primal Feasible Solution
The set of {yt}, {bgl} and {mgl} values obtained by solving Problem (LR2) described above may not be a valid solution to Problem (IP2) because the capacity constraints may be violated for certain links, and the end-to-end QoS constraints may be violated for certain destinations of user groups as well. Even if there is no violation to those constraints, it may not be a “good” solution. Therefore, we need additional heuristics to derive valid and good values for {yt}, {bgl} and {mgl}, and, thus, a tight upper bound on ZIP2. In this section, we describe the “drop-and-add” heuristics that gradually modify a given set of {yt}, {bgl} and {mgl}, to satisfy the link capacity along with end-to-end QoS constraints, and to minimize the total network building cost. 

1.12.1 Drop-and-add heuristics
Before we start to describe the primal heuristics, we need to see what initial solutions were got after applying the solution procedure described in the last section (, note that they may not be feasible to primal problem). 

· In SP1, a routing tree yt for each user group g was obtained
· In SP2, a shortest path xp to each destination d of each user group g was obtained
· In SP3, a pair of resource allocation {bgl,mgl} was determined on link fgld
With these initial starting points, we may try to combine them into primal feasible solutions. Then we use yt and {bgl, mgl} as initial solutions and check the feasibility of these solutions, by examining if they pass Constraints (4), (5), (6) and (7). 
1.12.1.1 Drop heuristic

1. Sort on all user groups g ( G by their revenue ag. Pick the group with the largest revenue, denoted as g’. If g’ was assigned to a non-artificial tree yt, continue, else, try next group. 
2. For all destinations of g’, first we check if end-to-end QoS constraints was violated, by calculating the end-to-end PDU loss and delay with given bg;l and mg’l ( the bandwidth and buffer allocated to this group on link l ). If it satisfied both constraints on delay and loss, go to step 3, otherwise, go to step 4.
3. Then we compute the total amount of bandwidth and buffer allocated to yt on each link l, and then we check if capacity constraints (4) and (5) are violated or not. If there is no violation on capacity constraints, we accept this group, remove its capacity from network and add it into the “admitted” division. Skip step 4 and start from step 1 again.

4. This step is meant for resource adjustment, we described it in detail:
4.1 Calculate residual capacity of all links, denoted as C2. 
4.2 Sort on all links to a certain destination of g’ by its reciprocal of residual capacity (1/C2), here we assume the most “empty” links have the highest priority to be allocated resources from. 
4.3 Then we start to allocate resources needed for satisfying end-to-end delay and loss requirement of the destination of g’. If more then one links have the same priority, we remove resource from them at the same time. 
4.4 Every time we’ve allocate some resources on a link, the priority (of removing resource from it) of that link was changed to 1/(Qdelay(bg’l,mg’l) * Qloss(bg’l,mg’l)* C2), this is a strategy avoid the over-saturation of the most empty link, in other words, once we’ve decided to remove some resource from a link, the transmission delay on this link decreases and we try to remove from other links which has worse performance on delay. 

4.5 Repeat step 4.1-4.5 until the end-to-end delay and loss of all destinations are satisfies, if any destination fails, try the next candidate tree of g’ and repeat 4.1-4.5 again, if all trees fail, “drop” this group and go to next step.

5. Remove g’ from G and repeat step 1 to 5 until all g ( G are proceeded, then go to step 6 of “add” heuristic.

1.12.1.2 Add Heuristic
For those who was not admitted after solving (LR2), or those who was dropped in the last stage, we need to give them another chance for being admitted and improve the total revenue of network. As a result we introduce “add” heuristic to try to add more user groups into network. The steps are as follows:
6. Sort on all user groups in “not admitted” division by their revenue, pick from the largest-revenue one, and try to put it back to network by one of its six candidate tree.

7. Repeat step 3 and 4 to allocate resource of this group.
8. If non-of its candidate tree can be admitted reject this user group; else, put this group into network and remove the capacity of the network. 
9. Repeat step 6-8 until all unadmitted groups are proceeded.
1.13 Computational Results 

As in chapter 2, we have tested the algorithm on three networks – OCT, GTE and ARPA with 26, 12 and 61 nodes. Their topologies are shown in figure 1, 2 and 3. Representative results have been selected for the purpose of demonstration. Both light and heavy loads are considered in these three networks, one can tell by considering the following Table 5 to 14.

The first column specifies the utilization of each tested network. Both light and heavy loads are considered in these three networks, one can tell by jointly considering the second, third, fourth and fifth column. The sixth column is the number of users admitted after applying our model. The fifth column gives the best objective function value calculated for (IP2) by the proposed heuristics. The sixth column is the smallest upper bound on ZIP2 calculated by solving (D2). The seventh column presents the error difference: 

[(Upper Bound – Lower Bound) / Lower bound], 

which is an upper bound on how far the best feasible solution found is from an optimal solution.

Util.
Mean resource requirement
Admission
ZhIP 

(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of 

Requested

users
No. of Admitted users





0.069
201
16
16
73
73
0
0.73

0.072
244
14
14
72
72
0
0.81

0.076
210
19
19
94
94
0
0.83

0.071
278
15
15
96
96
0
0.72

0.083
223
18
18
86
86
0
0.69

0.083
211
21
21
86
86
0
0.71

0.084
250
13
13
81
81
0
0.68

0.089
230
12
12
74
74
0
0.99

0.097
214
18
18
92
92
0
0.87

0.110
321
17
17
102
102
0
1.32

Table 5 GTE, lightly, large groups 

util.
mean resource requirement
Admission
ZhIP 

(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of 

requested

users
No. of Admitted users





0.015
342
2
2
18
18
0
1.26

0.018
810
2
2
6
6
0
0.88

0.036
1560
2
2
4
4
0
1.48

0.036
553
6
6
21
21
0
1.10

0.053
790
3
3
18
18
0
1.59

0.063
930
3
3
13
13
0
1.26

0.067
1210
5
5
25
25
0
1.76

0.081
1102
1
1
22
22
0
1.70

0.092
988
5
5
24
24
0
1.32

0.095
1002
1
1
25
25
0
1.43

Table 6 GTE, lightly, small groups 

util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.234
780
15
15
72
72
0
1.21

0.236
623
19
19
96
96
0
1.53

0.259
863
15
15
74
74
0
1.92

0.270
796
17
17
85
85
0
1.10

0.274
762
18
18
84
84
0
1.10

0.280
736
19
19
97
97
0
1.70

0.291
909
16
16
83
83
0
1.65

0.310
772
20
20
96
96
0
1.09

0.310
862
18
18
88
88
0
1.26

0.314
924
17
17
82
82
0
1.48

Table 7 GTE, moderate loaded

Util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.339
1220
19
17
90
98
0.082
257.44

0.414
2384
9
5
82
91
0.099
168.6

0.422
2054
13
8
44
68
0.353
316.2

0.431
1250
20
10
53
96
0.448
219.4

0.442
1810
14
13
14
13
0.070
125.7

0.458
1266
20
18
63
79
0.203
108.6

0.501
2154
20
20
100
100
0.000
1.87

0.514
2092
15
14
70
74
0.054
290.9

0.522
2426
16
12
26
43
0.395
131.4

0.522
1615
13
11
57
65
0.123
143.7

Table 8 GTE, heavily loaded

util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.028
553
3
3
13
13
0
1.21

0.070
848
5
5
24
24
0
1.54

0.085
846
6
6
29
29
0
1.32

0.088
1766
3
3
17
17
0
2.14

0.093
1116
5
5
27
27
0
1.71

0.099
987
6
6
28
28
0
1.16

0.100
1505
4
4
17
17
0
1.10

0.100
1208
5
5
27
27
0
1.92

0.103
885
7
7
31
31
0
0.87

0.113
1700
4
4
17
17
0
1.76

Table 9 OCT, lightly loaded

util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.157
3143
3
3
17
17
0
2.69

0.174
2088
5
5
22
22
0
2.20

0.182
2180
5
5
24
24
0
1.31

0.185
3693
3
3
14
14
0
2.53

0.189
2840
4
4
18
18
0
2.14

0.241
3610
4
4
21
21
0
2.09

0.265
2648
6
6
30
30
0
2.03

0.312
2342
8
8
38
38
0
1.48

0.335
2511
8
8
41
41
0
2.31

0.361
3100
7
7
35
35
0
2.09

Table 10 OCT, moderate loaded

util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.392
3915
6
6
32
32
0
2.80

0.403
3025
8
8
37
37
0
1.65

0.407
4070
6
6
30
30
0
1.92

0.414
2486
10
8
42
50
0.16
282.86

0.415
3562
7
7
35
35
0
1.43

0.416
4160
6
6
30
30
0
2.36

0.418
2510
10
9
44
48
0.083
238.71

0.461
2763
10
9
40
50
0.200
205.92

0.485
4856
6
4
23
31
0.258
171.37

0.534
4580
7
6
31
36
0.139
316.64

Table 11 OCT, heavily loaded

util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.041
1510
4
4
18
18
0
4.89

0.048
3560
2
2
10
10
0
3.62

0.054
2010
4
4
18
18
0
3.35

0.061
2205
4
4
20
20
0
3.07

0.064
2370
4
4
21
21
0
2.14

0.095
2800
5
5
24
24
0
2.96

0.113
4180
4
4
19
19
0
2.81

0.131
1612
12
12
61
61
0
2.91

0.182
2448
11
11
59
59
0
3.40

0.188
2321
12
12
60
60
0
2.96

Table 12 ARPA, lightly loaded

Util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.114
5647
3
3
15
15
0
4.51

0.162
4796
5
5
25
25
0
4.94

0.174
6427
4
4
20
20
0
3.95

0.190
4690
6
6
29
29
0
3.57

0.193
3567
8
8
41
41
0
3.46

0.211
3910
8
7
33
37
0.11
4.06

0.213
4506
7
7
34
34
0
3.90

0.234
3854
9
7
47
51
0.08
4.34

0.275
5085
8
8
40
40
0
5.49

0.355
5835
9
9
43
43
0
3.46

Table 13 ARPA, moderate loaded

Util.
mean resource requirement
Admission
ZhIP
(L.B.)
ZD1
(U.B.)
E.D.
CPU time (Secs.)



No. of

requested

users
No. of Admitted users





0.407
4058
7
6
26
30
0.133
1.02

0.410
5522
9
6
33
43
0.232
459.7

0.312
5070
9
7
47
51
0.078
207.48

0.314
5214
10
8
40
42
0.048
398.6

0.322
4580
10
9
46
50
0.08
545.9

Table 14 ARPA, moderate loaded

From the computational experiments above, we may found the near-optima solutions can be found under lightly or moderate loading networks. For some cases under heavy loaded networks, we can notice that the lower bounds (for primal maximization problem IP2) founded was not so stable to tight closely to the upper bounds. In other words, a duality gap exists. This was caused by the structure of this formulation and as a result we can not prove the quality of primal feasible solutions directly. In this case we developed two more heuristics which do not use the LR-based approach to find the initial solutions, but still we apply the “drop-and-add” heuristics to try to fine tune the quality of solutions. The first heuristic is to initialize the solutions by rejecting all multicast groups, and the second heuristic try to generate the solutions in a random manner. We then compare the true lower bounds of the three algorithms by testing the same problem. The results of experiments are as follows.

Zero
Random
LR-based

Lower

Bounds
Lower

Bounds
Lower

Bounds

52
52
61

37
37
41

60
60
81

79
70
79

76
66
76

76
63
80

52
56
56

51
51
64

108
103
108

68
68
77

42
42
63

Table 15 LR-based approach achieved better admission results 

In Table 15, we may see clearly that the LR-based initial solutions achieve a better results finally than other initial solutions, with the same primal heuristics applied. 

Summary and Conclusion

In this paper, out work emphasize on considering the admission control, routing and resource reservation problem jointly, though the aforementioned three mechanisms are obviously closely correlated, and whose cooperation may optimize the system performance subject to various QoS requirements of different types of user groups. 


The aforementioned QoS assurance mechanism for future high-speed networks was formulated into mathematical programming problems, and the solution methodology taken was based upon optimization skill, basically the Lagrangean relaxation method. In the solution procedure we relaxed some complex constraints and decompose the primal problem into several subproblems. Primal feasible solutions are obtained by some heuristics and the quality of the solutions is evaluated carefully by computational experiments.

The contribution of this research would be with both practical and academy value. In practice, we implement an algorithm for constructing a QoS-constrained high-speed network, which is adaptive in timeliness, and problem-style. Also we implemented an executable network operation support tool with GUI. In academy, our algorithm is a realization of QoS-based routing by optimization-based technique, which is a highly addressed issue for the provision of QoS guaranteed service network in the past several years.
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Appendix A. 

QoS assurance network operation tool

· Introduction

The QoS assurance network planning tool was collaborated by the college and graduate students of the Network Optimization Team, leading by Dr. Frank Y. S. Lin in the Department of Information Management, National Taiwan University. 


The kernel engine of the QoS assurance network operation tool was implemented by C language, based on the throughput model described in Chapter 2. The solution procedure was translated into executable programs as well, and the results of admission control, routing and resource reservation are obtained automatically, which may facilitate the network providers to provision a well-utilized and cost-effective network. 


With the GUI developed by Microsoft Visual Basic 6.0, the algorithm was capable of supporting network operation in reality. The network providers may take advantage of the efficient GUI and the optimized kernel algorithm in order to maximize their return on revenue.

· System requirement

Platform: Windows95/98 or WindowsNT, IBM PC, P-133, 16MB RAM

· Credits

Application GUI development: 台大資管系 戴志洋
Kernel engine development: 台大資管所 葉慧嫺
· Features
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· Example of operation
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Throughput requirement of user group





Information of user groups requesting into network





Map Area


View and modify the backbone topology


Specify the multicast source and destination nodes





1. Add a new topology:


User may choose the function of adding a new topology to create a graph of backbone onto a certain map.


User may right-click to add a node, and click on two nodes to create a link.


After creating a new topology, user may choose “save” to save a topology.





2. Load a map and topology


User may choose “load” to load another map, and then create a customized backbone topology on it.


User may also choose to load an existing backbone topology.





3. Load an existing user group:


When we choose this function, we may load a set of pre-configured multicast groups with their source and destination nodes and throughput requirement specified.


User may add or delete multicast groups as their wish, and save these groups.








Destination nodes





Source node





Throughput requirement 





4. Saving multicast groups








5. Running kernel algorithm


When the input parameters are setup well, user may proceed by clicking the bottom “下一步” to call kernel engine


When the multicast group has too many connections requesting for admission, user may decrease their iteration numbers to get a more efficient computation time.





6. Results (group 1)


Since the throughput requirement of the group “video conference” is 50, in the following figure the color represents the congestion status of the links on the routing tree.





(Before)





(After)





destinations





source





7. Results (group 3)


The throughput requirement of the group “3 way calling” is only 5, the green route represents the traffic in this link is almost empty. While the other two links also serve other groups, so they are more congested.





(After)





(Before)
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