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中文摘要

    本論文的研究目的主要是在於規劃建置一個完整的無線通訊網路，我們的目標是建立一個最低成本而又能滿足使用者所要求的服務品質（Quality of Services）的無線通訊網路。由於電信自由化的趨勢以及無線通訊所具備的便利性，使得無線通訊服務需求量持續昇高。然而，頻譜（Spectrum）是一種有限的天然資源，如何有效地利用有限的資源來服務更多的使用者。為了增進頻譜的使用效率，我們也把方向性天線（Sectorization）技術加入考慮。首先，我們先以頻譜使用量為我們的目標函數，利用最佳化數學工具去驗證—方向性天線技術在不規刖大小細胞系統及不均勻訊務分布之下，具有其實用性的價值。之後，我們再將方向性天線技術納入整體無線通訊網路規劃的考量。因為在大部分的情形下，網路的規劃設計是以工程師的經驗法則來作為規劃設計的依據，所以我們希能利用研究結果作為無線通訊網路規劃的決策支援系統，希望可以為工程師提供更多幫助。所以我們所討論的問題包括有：(i) 行動電話交換機房的容量規劃問題、(ii) 骨幹網路拓撲規劃問題、(iii) 基地台的設置、天線系統及其功率控制調整的問題、(iv) 頻道分配問題、(v) 系統可靠度問題。由於上述的問題都具有高度的關連性，為了追求最低成本的可行建置方案，勢必將所有問題做一個全盤的考量，同時也使得問題具有高度的複雜度。

    在本論文中，為了解決上述的問題，我們計畫去建立一個最佳化數學模型。為了使得我們的模型能更符合真實世界的情形，我們考慮的是在一個訊務需求分布不均勻（non-uniform traffic demands）的環境以及非蜂巢式細胞基地台設置，如此一來也提高了系統的複雜度以及適用度。所以我們利用拉格蘭日鬆弛法作為我們的解題方略，因為它在解決複雜的最佳化數學模型上有非常不錯表現。

    本論文在下列三個部分獲得了相當的成果：數學模型、方向性天線的影響及演算法的表現。以數學模型而言，本論文以數學的方式把固定式的方向性天線問題加以解決。而在方向性天線的使用上，我們也經由實驗去驗證了當每一個基地台所需的頻道數目不大時，則方向性天線的效果必不好。其原因在於資源的分割所造成的頻道浪費比因採用方向性天線所增加的來得嚴重。而在演算法的表現上，我們所提出以拉格蘭日鬆弛法為參考的演算法，相對於一般簡單的演算法來看，其得到的解是相對不錯的。

關鍵字：無線通訊網路、網路規劃、拉格蘭日鬆弛法、方向性天線。
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In this thesis, research shall be conducted to study relative topics in wireless network planning and management. The objective of this thesis is to provide planners and managers of an integrated wireless network with both decision support and operation support with respect to network planning and management, so that the total network deployment and operation cost can be minimized under these constraints of QoS (quality of service).
    The proposed functionality of this thesis contains the following five topics: (i) MTSOs configuration and capacity assignment problem; (ii) the wired backbone circuit-switching network topology design problem; (iii) base station allocation, antenna configuration of each base station and power control problem; (iv) channels assignment problem; (v) high reliability of system problem. These problems have positive and negative effects on one another. Because of the complexity of this problem, we use Lagrangean relaxation and subgradient method as our main methodology.

The conclusions in this thesis are presented in terms of formulation, sectorization and performance. In terms of formulation, we model a mathematical expression to describe the fixed sectorization problem. At the same time, we consider not only non-uniform size cell but also non-uniform traffic demand. In this point, our model is more generic. Because of the complexity of this problem, we use Lagrangean relaxation and subgradient method as our main methodology. When using these mathematical tools, they can provide us some hints to improve our heuristics. In terms of sectorization, we find that sectorization is less useful when one base station needs fewer channels. In other words, the wastage of resource fragmentation is more significant than the gains of sectorization. By increasing the number of channels required by one base station, the advantage of sectorization is more evident. In terms of performance, our Lagrangean relaxation based solution has more significant improvement than other intentional algorithms.
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1. Introduction

1.1 Overview
Owing to the convenience of wireless communication services and deregulation of communication industry, the diffusion and demand of mobile communication services are still growing rapidly nowadays. But, we know that the spectrum is a limited natural resource [ALOU 1997] [CHAN 1992] [SAWA 1999] [SOLL 1999] [YUE 1996]. To provide more demand, we should increase the capacity of base stations. That is to say, we have to maximize its utilization as possible. In recent years, there are a lot of papers studying how to improve utilization of spectrum. These techniques include modulation, coding, multiple access, and smart antenna. One of the alternatives is the adoption of smart antennas. In the different cells of FDMA/TDMA systems, we can use the same frequency channel to provide services. But, it should satisfy an engineering constraint that CIR is under certain level of threshold. The co-channel interference is key effect of the CIR in FDMA/TDMA systems. The smart antenna does well in improving efficiency of spectrum. In Figure 1-1, we can see the adoption of smart antenna technique can reduce carrier-to-interference ratio (CIR). In the region A and region B on Figure 1-1, the same channels can be assigned to provide services. If we can replace omni-direction antennas with smart antennas, we can reduce the co-channel interference to improve spectrum efficiency.

    Most of the optimization models that have been proposed in the document to address various issues in the design of cellular networks focus mainly on the technical issues and ignore the economic aspects of configuration cellular network [GAVI 1994]. We intend to consider this technique when designing a wireless communication network. In this stage, we find the minimum construction cost of a wireless communication network that can provide enough quality of services to each user in it.
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Figure 1-1: Smart Antennas

    The proposed functionality of this thesis contains the following five topics: (i) MTSOs configuration and capacity assignment problem; (ii) the wired backbone circuit-switching network topology design problem; (iii) base station allocation, antenna configuration of each base station and power control problem; (iv) channels assignment problem; (v) high reliability of system problem. These problems have positive and negative effects on one another. It is very complex to consider all of them at a time.

1.2 Background

Our wireless communication network model includes the following components, such as Mobile Telephone Switching Offices (MTSOs), base stations (BSs), clusters of mobile terminals (MTs), and the links of wired backbone network topology. In [GAVI 1995], Gavish describes clearly their functionality. However, there is something different in our model.

    A cluster of mobile terminals refers to lots phones carried by many subscribers. The traffic includes three types: intra-net call, inter-net call and Internet-access call. The intra-net call means that both source and destination of traffic are in our wireless communication network. The inter-net call means that one of source and destination of traffic is from other communication networks. The intra-net call means that our subscribers access Internet by passing through our wireless communication services. Additionally, we also provide high reliability for important locations. Every mobile terminal has to request a channel to connect with antenna of base station. A channel in our model means a pair of frequencies, including a forward-link (base station to mobile terminal) frequency and an up-link (mobile terminal to base station) frequency. The QoS (Quality of Service) requirement is the call-blocking rate. A base station refers to a tower that serves the mobile terminals in its vicinity. A cell denotes an area covered by base station. The coverage of each base station depends on the strength of its signal. But, in our model, in a cell, there are three fixed sectorizations provided by smart antennas. The antenna has its capacity constraint that each type of antenna has limited number of channels assigned to.

    The MTSO is the central switch, which monitors all cellular calls, assigns frequency channels, and performs administrative function such as billing and arranging handoffs. We should build a wired circuit-switching network to connect each MTSO. However, we need to extend MTSO configuration in order to provide the above-mentioned traffic pattern in our model. We consider two additional types of links, which are connected to PSTN (Public Switching Telephone Network) and ISP (Internet Services Provider).
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Figure 1-2: Wireless Communication Network System Architecture
1.3 Literature Survey

The issues of the design of a personal communication services network (PCSN) include resource allocation strategies, several co-existing air interfaces, data services, a variety of deployment environments, smart antennas and user mobility, etc. [MENO 1998] [WAHA 1997]
Channels Assignment and Power Control

Spectrum is a limited natural resource. Channel assignment problem is a traditional problem. In channels assignment problem, there are several approaches, such as static channels assignment (SCA), dynamic channels assignment (DCA), and quasi-static channels assignment (QCA) [LIN 1998]. The purpose of all channels assignment algorithms is to assign radio channels to wireless users so that a certain level of CIR is maintained at every wireless terminal [KATZ 1996]. In this thesis, we focus on the initial design of wireless communications network. So we adopt SCA as our channels assignment algorithm. It has been shown that the SCA problem is a generalized graph-coloring problem and is a NP-hard problem [SMIT 1997] [TEKI 1991]. Under the assumptions of uniform hexagonal cell, uniform traffic pattern, and same signal power of each base station, we can get some crude solutions. Theoretically, we have two feasible solutions for simple analysis. In Figure 1-3(a), one feasible solution is that the reuse factor is 7. In Figure 1-3(b), the other feasible solution is that the reuse factor is 3.

    We can divide our total frequency channels into several groups of equal size. The cells in Figure 1-3 that have the same number should be assigned to the same group channels. Results indicate that, based on the worst case of interference configurations, the optimal reuse distance is approximately four. However, this optimal reuse distance is two for the best case and the average interference configuration [ALOU 1997]. The first feasible solution is so crude that its efficiency of spectrum is under-estimated. Another feasible solution is an over-estimated solution. It may be a failed solution under some air interface of real world. Besides channels assignment algorithms, power control schemes also can achieve the required CIR level [KATA 1996]. In this thesis, we drop these assumptions. We intend to consider a complexly combined configuration of each component in wireless communication network. This makes our thesis is more generic. Our model considers non-regular cell. It also makes our model more generic. In [GRAV 1997] [LIN 1997] [KATZ 1997] [KIM 1995], there are a lot of heuristic algorithms for channels assignment problem have been proposed.
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Figure 1-3: Feasible Solutions to Static Channels Assignment

Sectorization

The demand of mobile communication services has increased tremendously. There is an urgent need for new techniques to improve spectrum utilization by maximizing the number of users with the same available spectrum [SAWA 1999]. Sectorizing a cell can produce two effects. First, it reduces co-channel interferences. Second, sectorization divides the cell into smaller sectors [CHAN 1992]. In [ALOU 1997] [CHAN 1992] [SOLL 1999] [SAWA 1999], they agree that sectorization will improve spectrum utilization. So, we intend to adopt sectorization in our mathematical model to express the influence of sectorization on the wireless networks. We hope this consideration will increase our frequency reuse efficiency. No matter how complex it is, it is still a kind of graphic coloring problem. It is a NP-hard problem [SMIT 1997] [TEKI 1991]. In order to focus on the effect of sectorization, we first build a model to describe the effect of sectorization on spectrum efficiency without considering cost function of networks components. In this model, we only want to take into consideration the total number of channels required rather than the total cost of wireless communications network. Adoption of sectorization will increase some cost, but the tradeoff is non-necessary under the first model. Because. In first the model, we just want to find some heuristics to solve the problem of channel assignment with sectorization.

MTSO and Base Station Allocation

Most papers are based on regular cell system. They only have one system parameter—base station effective radius. All base stations are of same size and with same transmission power. In our model, we intend to build a generic model to fulfill real-world situation.

Backbone Topology, Routing and Reliability

Besides what has mentioned above, we also intend to solve routing problem at network design stage. At this stage, this dimensioning assessment needs to be simplified, given the BTS locations and configuration are not known yet [MENO 1998]. Since backbone topology is a key effect on routing problem, we determine the routing path for each OD pair and the backbone topology of network at the same time. For the sake of reliability, we try to allocate more resources. When any base station fails, we can dynamically re-allocate resources to provide enough good services. In our model, we consider non-uniform traffic distribution and non-regular cells system. So, our model is more complex and more generic.
1.4 Proposed Approach
	Research Topic
	Paper

	Scheduling Problem
	An Improvement of the Lagrangean Relaxation Approach for Job Shop Scheduling: a Dynamic Programming Method [CHEN 1998]

	Integer Programming Problem
	The Lagrangean Relaxation Method for Solving Integer Programming Problems [FISH 1981]

	
	Lagrangean Relaxation and Its Use in Integer Programming [GEOF 1974]

	
	On Solving Structured Integer Programming Problems with Lagrangean Relaxation and/or Decomposition [GUIU 1989]

	Capacity Assignment Problem
	Link set capacity augmentation algorithms for networks supporting SMDS [LIN 1994]

	
	Link set sizing for networks supporting SMDS [LIN 1993]

	Routing Problem
	Lower Bound for Multimedia Multicast routing [LEUN 1998]

	
	A Distributed Routing Algorithm for Virtual Circuit Date Networks [LIN 1989]

	
	A Minimax Utilization Routing Algorithm in Networks with Single-path Routing [LIN 1993]

	Communication Network Design Problem
	Topological Design of Computer Communication Networks [GRAI 1989]

	
	A System for Routing and Capacity Assignment in Computer Communication networks [GRAI 1989]

	
	Design of a Personal Communication Services Network (PCSN) for Optimum Location Area Size [SAHA 1997]

	
	Design of computer communication networks under link reliability constraints [SAHA 1993]

	
	Design of Large All-optical Networks Using Sub-gradient Optimization Technique [SAHA 1997]

	Channel Assignment Problem
	A Traffic and Interference Adaptive DCA Algorithm with Rearrangement in Micro-cellular Systems [KIM 1995]

	
	Quasi-static Channel Assignment Algorithms for Wireless Communications Networks [LIN 1998]


Table 1-1: Summary of Researches by Using Lagrangean relaxation Method

There are several different approaches mentioned above to solve those complex problems. In this thesis, we adopt Lagrangean relaxation as our best choice, because Lagrangean relaxation was a powerful mathematical tool to solve large-scale linear and non-linear programming problems in the 1970s. From then on, Lagrangean relaxation method has been applied to a lot of problems of different research areas (see Table 1-1).

1.5 Thesis Organization
The organization of this thesis is as following: Chapter 2 provides two problems and their mathematical formulations—effects of sectorization problem and integrated wireless communication network design problem. Chapter 3 provides the Lagrangean relaxation approach, problem decomposition, and optimal solution to each sub-problem. Chapter 4 describes how to get primal feasible solutions and its heuristics of each problem. Chapter 5 is our computational experiments for each problem. Finally, Chapter 6 is the summary of this thesis and also suggests some direction for the future works.

2. Problem Formulation

2.1 Phase I: Effect of Sectorization

2.1.1 Problem Description

In this chapter, we intend to establish a model to show how the sectorization effects the efficiency of spectrum. This model is based on the architecture of wireless communication networks mentioned in Chapter 1. In order to satisfy the required QoS level of requirement for each user in the network, we can adjust the power radius of base stations, channel assignment policy, and type of antennas to increase channel efficiency.

Given:

1. Limited number of available channels

2. Candidate base station (BS) location

3. Traffic demand of each OD pair

4. System parameter, such as CIR (Carrier-to-Interference Ratio) and call blocking rate

Objective:

1. Minimize total channels required

Subject to:

1. Capacity constraints of each component in whole wireless network

2. QoS constraints

To determine:

1. Total number of channel required

2. Channels assignment

3. Configuration of operation parameters of each base station

Table 2-1: Phase I Problem Description

2.1.2 Notation

	
	Given Parameters

	
	Notation
	Descriptions
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	The set of candidate location for a base station
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	The set of available channels
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	The set of type of antenna (It contains 4 elements: s0, s1, s2, and  s3. s0 is omni-direction antenna. s1 is first sectorization. s2 is second sectorization. s3 is third sectorization.)
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	The set of mobile terminals
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	The set of OD pairs
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	The set of intra-net calls
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	The set of inter-net calls
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	The set of Internet-access calls
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	The set of paths which can support requirement of OD pair w
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	Threshold of acceptable CIR (in dB)
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	Distance between base station j and mobile terminal t
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	Upper bound on total number of channels
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	Upper bound on number of channels that can be assigned to antenna s in base station j
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	Upper bound of radius of antenna s in base station j
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	Call blocking probability of antenna s in base station j required by users
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	Minimum number of channels required for traffic demand 
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 such that the call blocking probability shall not exceed 
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	The function which is 0 if antenna s' of base station j' never effect antenna s of base station j and
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 otherwise (the detail of this function is introduced in next section)
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	An arbitrarily large number
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	Distance between base station j and j'
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	Indicator function which is 1 if mobile terminal t belongs to OD pair w and 0 otherwise
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	Indicator function which is 1 if mobile terminal t can be served by antenna s in base station j and 0 otherwise
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	Attenuation factor (2<
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	Table 2-2: Phase I Notation of Given Parameters


	
	Decision Variables

	
	Notation
	Descriptions
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	Decision variable which is 1 if channel i is installed and 0 otherwise
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	Decision variable which is 1 if channel i is assigned to antenna s in base station j and 0 otherwise
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	Decision variable which is 1 if base station j uses sectoring antennas and is 0 if base station j uses omni-antennas
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	Transmission radius of antenna s in base station j
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	Aggregate flow on antenna s in base station j. (in Erlangs)
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	Decision variable which is 1 if mobile terminal t is serviced by antenna s of base station j and 0 otherwise

	Table 2-3: Phase I Notation of Decision Variables


2.1.3 Co-Channel Interference Model

In this thesis, we formulate a mathematical expression to represent co-channel interferences under considering sectorization. In order to improve the efficiency of dual problem, we need a well-formed mathematical formulation. Thus, we introduce a stricter model to over-estimate the CIR. When we calculate 
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, we take the maximum degree of radius of base station as our last solution. Only by doing that, we can pre-calculate
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 and ignore the un-determined radius of each base station. Now, we shall introduce whether this antenna of base station interferes with another antennas. In Figure 2-1, antenna j' is omni-direction antenna, so it interferes with other base stations that surround it.
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Figure 2-1: Omni-direction Antenna Interference Model

    In Figure 2-2, antenna j' is smart antenna with second sectorization. Surely, its signal interferes with all antenna of every base station located in area "A". If another antenna j located on area "B" may use maximum degree of radius, its coverage may cover over area "A". Signal of j' interferes with omni-direction antenna, first sectorization antenna, and second antenna in every base station located in area "B". Similarly, if another antenna j located in area "C" may use maximum degree of radius, its coverage may cover over area "A". Signal of j' interferes with omni-direction antenna, second sectorization antenna, and third antenna of every base station located in area "C". If another antenna j, which is located in area "D" and area "E", may use maximum degree of radius, only omni-direction antenna and third sectorization antenna may cover over area "A". So, signal of j' interferes with omni-direction antenna and third antenna of every base station located in area "D" and area "E". Last, signal of j' never interferes with any antenna of every base station located in area "F". Similarly, first sectorization antenna and third sectorization antenna have the same co-channel interference model.
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Figure 2-2: Smart Antenna Interference Model

2.1.4 Problem Formulation

Optimization problem:

Object function:

[image: image41.wmf]å

Î

=

F

i

i

IP

h

Z

min

1













(IP1)

subject to:



[image: image42.wmf]js

T

t

W

w

jst

wt

w

g

z

k

£

å

å

Î

Î

d







[image: image43.wmf]S

s

B

j

Î

Î

"

,





(1)



[image: image44.wmf]å

Î

£

F

i

jsi

js

js

y

g

)

,

(

b

q







[image: image45.wmf]S

s

B

j

Î

Î

"

,





(2)



[image: image46.wmf]js

F

i

jsi

N

y

£

å

Î









[image: image47.wmf]S

s

B

j

Î

Î

"

,





(3)



[image: image48.wmf]jsi

js

js

j

j

B

j

i

s

j

s

jsj

S

s

s

j

y

G

G

y

r

)

1

(

)

(

'

'

'

'

'

'

'

'

'

-

+

£

F

å

å

¹

Î

=

g

a



[image: image49.wmf]F

i

S

s

B

j

Î

Î

Î

"

,

,




(4)



[image: image50.wmf]jst

js

jst

jt

r

z

D

m

£








[image: image51.wmf]T

t

S

s

B

j

Î

Î

Î

"

,

,




(5)



[image: image52.wmf]js

js

R

r

£

£

0









[image: image53.wmf]S

s

B

j

Î

Î

"

,





(6)



[image: image54.wmf]å

Î

£

F

i

jsi

jst

jst

y

z

m








[image: image55.wmf]T

t

S

s

B

j

Î

Î

Î

"

,

,




(7)



[image: image56.wmf]jst

jst

z

m

£









[image: image57.wmf]T

t

S

s

B

j

Î

Î

Î

"

,

,




(8)



[image: image58.wmf]1

=

å

å

Î

Î

B

j

S

s

jst

z









[image: image59.wmf]T

t

Î

"






(10)



[image: image60.wmf]i

jsi

h

y

£










[image: image61.wmf]F

i

S

s

B

j

Î

Î

Î

"

,

,




(11)



[image: image62.wmf]j

jsi

a

y

£










[image: image63.wmf]F

i

s

S

s

B

j

Î

-

Î

Î

"

,

,

0



(12)



[image: image64.wmf]j

i

js

a

y

-

£

1

0









[image: image65.wmf]F

i

B

j

Î

Î

"

,





(13)



[image: image66.wmf]1

£

å

Î

S

s

jsi

y









[image: image67.wmf]F

i

B

j

Î

Î

"

,





(14)



[image: image68.wmf]M

h

F

i

i

£

å

Î














(15)



[image: image69.wmf]1

or 

 

0

=

i

h









[image: image70.wmf]F

i

Î

"






(16)



[image: image71.wmf]1

or 

 

0

=

jsi

y









[image: image72.wmf]F

i

S

s

B

j

Î

Î

Î

"

,

,




(17)



[image: image73.wmf]1

or 

 

0

=

j

a









[image: image74.wmf]B

j

Î

"






(18)



[image: image75.wmf]1

or 

 

0

=

jst

z









[image: image76.wmf]T

t

S

s

B

j

Î

Î

Î

"

,

,




(19).

    The objective function is to minimize the total number of channels required. Constraint (1)-(2): to ensure that the number of channels assigned to each antenna in the base station is large enough to serve its slave mobile terminals under certain call blocking rate. Constraint (3): to ensure that the number of channels assigned to each antenna in the base station is under its capacity. Constraint (4): to ensure that for each channel, the sum of interference introduced by other co-channel users is less than the threshold. Constraint (5): to ensure that an antenna in the base station can only serve those mobile terminals that are in its coverage area of effective radius. Constraint (6): to ensure that the transmission radius of each antenna in the base station ranges between 0 and Rjs. Constraint (7): to ensure that if an antenna is not assigned any channel, it can’t provide any service. Constraint (8): to ensure that if an antenna does not provide service to a mobile terminal, then the decision variable zjst must equal to 0. Constraint (10): to ensure that each mobile terminal must be served by one antenna. Constraint (11): to ensure that we must have a channel installed before we can assign the channel to a base station. Constraint (12)-(13): to enforce that each base station uses either omni-directional antenna or smart antennas. Constraint (14): to ensure that the antennas in the same base station cannot be assigned the same channel. Constraint (15): to enforce the total number of total channels required is less than the number of available channels. Constraint (16)-(19): to enforce the integer property of the decision variables.

2.2 Phase II: Integrated Wireless Communication Networks Design

2.2.1 Problem Description

In this chapter, we intend to establish a model to discuss an integrated wireless communication network design. This model is also based on the architecture of wireless communication networks mentioned in Chapter 1. We try to solve not only sectorization but also location of components and backbone topology design. In advance, we build a robust wireless communication network to deal with the situations of some base station failures.

Given:

1. Limited number of available channels

2. Candidate base station (BS) location

3. Candidate mobile telephone switching office (MTSO) location

4. Traffic demand of each OD pair

5. System parameter, such as coverage ratio, CIR (Carrier-to-Interference Ratio) and call blocking rate

6. Cost function of channel license, capacity and type of antennas, capacity of MTSO, and capacity of links

7. Some possible situation of base stations failure

Objective:

1. Minimize total cost of wireless communication network

Subject to:

1. Capacity constraints of each components in the whole wireless network

2. QoS constraints

To determine:

1. Total number of channel required

2. Effective coverage of each cell

3. Channels assignment

4. Configuration of operation parameters of each base station

5. Backbone circuit-switching network topology design

6. Capacity of links to PSTN and ISP of each MTSO

Table 2-4: Phase II Problem Description

2.2.2 Notation

	
	Given Parameters

	
	Notation
	Descriptions
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	The set of network states (In this thesis, we only consider the failed scenario of each base station.)
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	The set of paths which can support requirement of OD pair w.
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	The set of links which is between two MTSOs
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	The set of links which is between and an MTSO and other systems
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	The set of links which is between and an MTSO and other ISPs
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	The set of links which is between a base station and an MTSO
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	The set of links which is between a mobile terminal and a base station through some one antenna
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	Call blocking probability of antenna s in base station j required by users on network state e
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	Minimum number of channels required for traffic demand 
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 such that the call blocking probability shall not exceed 
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	Maximum traffic (in Erlangs) that can be supported by 
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	Call blocking probability of link l required by users
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	Acceptable coverage ratio on network state e
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	Indicator function which is 1 if link l belongs to path p and 0 otherwise
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	Indicator function which is 1 if mobile terminal t is one end of link l
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	Indicator function which is 1 if base station j is one end of link l and through antenna s
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	Cost function of link l with capacity
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	Cost function of antenna s in base station j with capacity n

	
	
[image: image99.wmf](

)

j

A

j

a

D


	Cost function of antenna type in base station j
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	Channel i licensing cost

	Table 2-5: Phase II Notation of Given Parameters




	
	Decision Variables

	
	Notation
	Descriptions
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	Decision variable which is 1 if channel i is installed and 0 otherwise
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	Number of channels required by antenna s in base station j
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	Decision variable which is 1 if channel i is assigned to antenna s in base station j on network state e and 0 otherwise
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	Decision variable which is 1 if base station j uses sectoring antennas and is 0 if base station j uses omni-antennas
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	Transmission radius of antenna s in base station j on network state e
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	Aggregate flow on antenna s in base station j on network state e (in Erlangs)
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	Decision variable which is 1 if mobile terminal t is serviced by antenna s of base station j on network state e and 0 otherwise
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	Routing decision variable which is 1 if path p is selected on network state e and 0 otherwise
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	Capacity assigned for link l

	Table 2-6: Phase II Notation of Decision Variables




2.2.3 Problem Formulation

Optimization problem:

Object function:
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    The objective function is to minimize the total cost of wireless communication network, such as cost of base stations, links, MTSOs, channels’ license, etc. Constraint (23)-(24): to ensure that the number of channels assigned to each antenna is large enough to serve its slave mobile terminals under certain call blocking rate. Constraint (25): to ensure that the coverage constrain is satisfied. Constraint (26)-(27): to ensure that the number of channels assigned to each antenna in the base station is under its capacity. Constraint (28): to ensure that for each channel, the sum of the interference introduced by other co-channel users is less than the threshold. Constraint (29): to ensure that an antenna in the base station only can serve those mobile terminals that are in its coverage area of effective radius. Constraint (30): to ensure that the transmission radius of each antenna in the base station ranges between 0 and Rjs. Constraint (31): to ensure that if an antenna is not assigned any channel, it cannot provide any service. Constraint (32): capacity constraints of link l.  Constraint (33): to ensure that if an antenna does not provide service to a mobile terminal, the link between them cannot be selected as a part of routing path. Constraint (34): to ensure that each O-D pair would be transmitted at most on one path, because system would not have enough capacity to provide services on some failure state e. Constraint (35): to ensure that at most one base station could provide service to one mobile terminal. Constraint (36): to ensure that the antennas in the same base station cannot provide service to the same mobile terminal. Constraint (37): to ensure that we must have a channel installed before we can assign the channel to a base station. Constraint (38)-(39): to enforce that each base station uses either omni-directional antenna or smart antennas. Constraint (40): to ensure that the antennas in the same base station cannot be assigned the same channel. Constraint (41): to enforce the total number of channels required is less than the number of available channels. Constraint (42)-(46): to enforce the integer property of the decision variables. Constraint (47)-(50): to enforce the capacity of each type of links belongs to some given sets.

3. Lagrangean Relaxation
3.1 Phase I: Effect of Sectorization
3.1.1 Solution Approach

By using the Lagrangean relaxation method, we can transform the primal problem (IP1) into the following Lagrangean relaxation problem (LR1) where Constraints (1), (2), (4), (5), (7), (11), (12), (13) and (14) are relaxed:

3.1.2 Lagrangean Relaxation
For a vector of non-negative Lagrangean multipliers, a Lagrangean relaxation problem of IP1 is given by

Optimization problem (LR1):
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. To solve (LR1), we can decompose (LR1) into the following six independent and easily solvable optimization sub-problems.
Subproblem 3.1 (related with decision variable
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According to past experience, we intend to find the lower bound and upper bound of 
[image: image220.wmf]å

Î

F

i

i

h

to improve efficiency of subproblem solution and gap between dual solution and primal feasible solution. So, we get the constraint (21). But, we cannot find tighter lower bound in this subproblem. UB is provided by a simple algorithm, which is described on Chapter 5. But, we can't find a tighter LB. To rewrite SUB3.1, we get 
[image: image221.wmf]å

å

å

å

å

å

å

Î

Î

Î

Î

Î

Î

Î

-

=

-

F

i

B

j

S

s

jsi

i

F

i

B

j

S

s

i

jsi

F

i

i

v

h

h

v

h

)

1

(

7

7

. First we can decompose this into |F| independent subproblems again. So, the algorithm for solving this subproblem for each base station j is:

Step 1. Arrange the channels in ascending order of 
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Step 2. According to the rank, if the number of selected channels is smaller than LB, we assign hi to equal 1.
If the number of selected channels is bigger than UB, we assign hi to equal 0.
Then, if the number of selected channels is between LB and UB, we must consider the value of 
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 is smaller than 0, we assign hi to equal 1; otherwise, we assign hi to equal 0.

Algorithm 3.1
Subproblem 3.2 (related with decision variable 
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To simplify, we merge 
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We can decompose this into |B| subproblems. Let
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So, the algorithm for solving each subproblem is:

Step 1. Initial minValue = MAX_VALUE; indexR = 0.
Step 2. For each degree of radius, we calculate pjst for each channel 
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Arrange the channels in ascending order of the pjst.
According to the rank, if number of selected channel is smaller than Njs and pjst is smaller than 0, we assign this tempYjsi to equal 1; otherwise, we assign this tempYjsi to equal 0.
Then, the sum tempYjsi(pjst for each channel minus 
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If tempMin is smaller than minValue, we assign indexR to equal current degree of radius, yjsi to equal tempYjsi and minValue to equal tempMin.

Algorithm 3.9
Subproblem 3.3 (related with decision variable 
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To rewrite SUB3.3, we can get
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First, we can decompose this into |B| subproblems. If 
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 is less than 0, we assign these aj to equal 1; otherwise we assign these aj to equal 0.

Subproblem 3.4 (related with decision variable 
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Constraint (2) and (3) imply constraint (22). Because the value of 
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Subproblem 3.5 (related with decision variable 
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To rewrite SUB3.5, we can get 
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 is less than 0, we assign these zjst to equal 1; otherwise we assign these zjst to equal 0. Because of constraint (10), we must do something different.
3.1.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [GEOF 1974], for any, 
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Dual Problem (D1):
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There are several methods to solve the dual problem (D1). Among them is the most popular method, the subgradient method, which is employed here [HELD 1974]. Let a 
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3.2 Phase II: Integrated Wireless Communications Network Design
3.2.1 Solution Approach

By using the Lagrangean relaxation method, we can transform the primal problem (IP2) into the following Lagrangean relaxation problem (LR2) where Constraints (23)-(26), (28), (29), (31)-(33), and (37)-(40) are relaxed:

3.2.2 Lagrangean Relaxation
For a vector of non-negative Lagrangean multipliers, a Lagrangean relaxation problem of IP2 is given by

Optimization problem (LR2):
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. To solve (LR2), we can decompose (LR2) into the following eight independent and easily solvable optimization subproblems.

Subproblem 3.7 (related with decision variable 
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To rewrite SUB3.7, we can rewrite SUB 3.7 as the following: 
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Step 1. Arrange the channels in ascending order of 
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Step 2. According to the rank, if the number of selected channels is smaller than LB, we assign hi to equal 1.
If the number of selected channels is bigger than UB, we assign hi to equal 0.
Then, if the number of selected channels is between LB and UB, we must consider the value of 
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 is smaller than 0, we assign hi to equal 1; otherwise, we assign hi to equal 0.

Algorithm 3.7
Subproblem 3.8 (related with decision variable 
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Because the value of 
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To simplify, we merge 
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We can decompose this into |E|(|B|(|S| subproblems. Let 
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Step 1. Initial minValue = MAX_VALUE; indexR = 0.
Step 2. For each degree of radius, we calculate pjste for each channel 
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Arrange the channels in ascending order of the pjste.
According to the rank, if the number of selected channel is smaller than Njs and pjste is smaller than 0, we assign this tempYjsie to equal 1; otherwise, we assign this tempYjsie to equal 0.
Then, the sum tempYjsie(pjste for each channel minus 
[image: image387.wmf]å

Î

T

t

e

js

jst

jste

r

v

m

6

 and 
[image: image388.wmf]å

Î

F

i

js

jse

G

v

5

 equals tempMin.
If tempMin is smaller than minValue, we assign indexR to equal current degree of radius, yjsie to equal tempYjsie and minValue to equal tempMin.

Algorithm 3.9
Subproblem 3.10 (related with decision variable 
[image: image389.wmf]j

a

)


[image: image390.wmf]å

å

å

å

å

å

å

å

Î

Î

Î

Î

Î

Î

Î

Î

-

+

-

D

F

i

B

j

E

e

j

jie

F

i

B

j

s

s

s

s

E

e

j

jsie

B

j

j

A

j

a

v

a

v

a

)

1

(

)

(

min

12

}

,

,

{

11

3

2

1


(SUB3.10)

subject to:


[image: image391.wmf]1

or 

 

0

=

j

a








[image: image392.wmf]B

j

Î

"






(44)

To rewrite SUB3.10, we can get
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First we can decompose this into |E|(|B| subproblems. Let 
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, if f(1) is smaller than f(0), we assign aj to equal 1; otherwise we assign these aj to equal 0.

Subproblem 3.11 (related with decision variable 
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Constraint (24), (26) and (27) imply constraint (53). Because the value of 
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Subproblem 3.12 (related with decision variable 
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Like SUB3.1 and SUB3.7, we add a redundant constraint (54) to improve dual solution quality. It means that we must find a base station to serve each mobile terminal under the condition that the coverage ratio equals 1. To rewrite SUB3.12, we can get 
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Then, we can decompose this into |E|(|T| subproblems. In each subproblem, we have |B|(|S| 
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Subproblem 3.13 (related with decision variable 
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Like SUB3.13, we add a redundant constraint (55) to improve dual solution quality. It means that we must find a route to route each OD-pair under the condition that the coverage ratio equals 1.To rewrite SUB3.13, we can get
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. We can decompose this into |E|(|W| subproblems. First, we solve the shortest path problem to get a shortest path p' to route traffic for each OD pair. Let SP(p') = 
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 = 1. But, the same, if A[e] is equal to 1, we must assign this xp to equal 1 regardless of its value.
Subproblem 3.14 (related with decision variable 
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Because the value of cl is limited, we can decompose this into |L| subproblems. To get optimum solution, we must exhaustively search for all possible cl.

3.2.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [GEOF 1974], for any 
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Dual Problem (D2):
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    There are several methods to solve the dual problem (D1). Among them is the most popular method, the subgradient method, which is employed here [HELD 1974]. Let a 
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. Then, in iteration k of the subgradient optimization procedure, the multiplier vector 
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4. Getting Primal Feasible Solution

When we use Lagrangean relaxation and subgradient method as our tools to solve these problems, we not only get a theoretical lower bound of primal feasible solution, but also get some hints of the process under each solving dual problem iteration. [LIN 1999] [WU 1998] [LEUN 1998] [LIN 1998]. Owing to the complexity of the primal problem, a divide-and-conquer strategy is proposed to get the primal feasible solution.

    We divide "Effect of Sectorization" problem into 2 parts: (1) mobile terminals' homing subproblem and base station configuration subproblem, including antenna type and power control; (2) channel assignment subproblem. In phase two, we divide "Integrated Wireless Communication Network Design" problem into 3 parts: (1) mobile terminals homing subproblem and base station configuration subproblem, including antenna type and power control; (2) channel assignment subproblem; (3) backbone network topology design subproblem and capacity assignment subproblem. In each subproblem, we provide some heuristics to get primal feasible solution.

4.1 Heuristics for Homing Subproblem and Base Station Configuration Subproblem

When solving primal problem, we intend to find out some heuristics to improve our feasible solution. In this part, we process it, considering the zjst value of each terminal, which is calculated when getting dual solution. We use these values to determine the base station allocation subproblem and mobile terminal homing subproblem. In base station allocation subproblem, if 
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 is equal to 0, we consider this base station does not need to be allocated. Then, we divide two groups for each base station. If 
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, let this base station use omni-direction antenna; otherwise let it use smart antennas. After determining allocation of the base stations, we continue to determine mobile terminal homing subproblem. In mobile terminal homing subproblem, we additionally calculate two parameters, T1[j] and T2[j], for each base station. T1[j] means the number of mobile terminals is served by this base station. And, T2[j] means the number of mobile terminals are only served by this base station. We use these two parameters to calculate the rank of base station in homing process. Then, we follow below algorithm 4.1 to decide new zjst. This order refers to descending order of T2[j]. When those base stations have the same T2[j], we take descending order of T1[j] as second matter. According to zjst, we can determine the radius of each base station.

Step 1. For each base station j, we calculate T2[j](|T| + T1[j].

Step 2. Arrange the base stations in descending order of the value calculated in Step 1.

Step 3. Now, we consider only first degree of radius of each base station.

Step 4. According to the rank decided in step 2 of base station, we assign all mobile terminals, which are under coverage of current base station with such degree of radius and are not assigned yet, to this base station.

Step 5. If any mobile terminal is not assigned, we consider next degree of radius of each base station. Repeat step 4 until all mobile terminals are assigned.

Step 6. If any violation occurs, trying to adjust zjst to satisfy antenna type of each base station. If violated mobile terminal is assigned to smart antennas of some base station, we re-assign this mobile terminal to the same base station with omni-direction antenna. Otherwise, if violated mobile terminal is assigned to omni-direction antenna of some base station, we re-assign this mobile terminal to the same base station with certain smart antenna.

Step 7. For each antenna in each base station, we find the maximum distance between this base station and its slave mobile terminals. Then, we take this value to fit the degree of radius.

Algorithm 4.1
4.2 Heuristics for Channel Assignment Subproblem
In this subproblem, we take "Difficulty Degree"[WEN 1996] as our heuristics. In [KIM 1995] and [WEN 1996], we can take traffic volume or estimated carrier-to-interference ratio of each antenna in base station as our reference for ranking each antenna of base station. In [LIN 1998], [LIN 1999] and [WU 1998], we also can take some multipliers as our reference. In order to find the more suitable "Difficulty Degree" for sectorization, we use first problem to experiment with several type of "Difficulty Degree". 12 types of "Difficulty Degree" of each antenna s of base station j are defined as:
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	(coefficient of constraint 4 in phase I problem)
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    We use simple algorithm 1 and simple algorithm 2 to compare each "Difficulty Degree". The detail of simple algorithm 1, simple algorithm 2 and each case is described in Chapter 5. This set of experiments is preformed on Case 1, Case 2 and Case 3. The result is described in Table 4-1. We add more than 60 mobile terminals to enlarge the demand of channels to clearly show their differences.

    According to the above experiments, we can say that DDjs(1) , DDjs(4), DDjs(5) and DDjs(7) are more suitable to simple algorithm 1. And, DDjs(1) and DDjs(7) are more suitable to simple algorithm 2. Last 4 types of "Difficulty Degree" are according to the hints of solving dual problem. So, we use Lagrangean relaxation heuristics, simple algorithm 1 and simple algorithm 2 to compare each "Difficulty Degree". This set of experiments is preformed on Case 1 and Case 2. The number of the iterations of gradient method is 500. The result is described in Table 4-2.

	Case
	Case 1
	Case 2
	Case 3

	Algorithm
	Simple Alg. 1
	Simple Alg. 2
	Simple Alg. 1
	Simple Alg. 2
	Simple Alg. 1
	Simple Alg. 2

	DDjs(1)
	25
	27
	143
	123
	207
	170

	DDjs(2)
	26
	34
	150
	153
	274
	201

	DDjs(3)
	26
	30
	146
	141
	207
	173

	DDjs(4)
	25
	33
	138
	147
	274
	215

	DDjs(5)
	25
	29
	143
	133
	204
	163

	DDjs(6)
	26
	33
	150
	149
	273
	207

	DDjs(7)
	25
	29
	141
	132
	197
	153

	DDjs(8)
	26
	35
	146
	152
	261
	209


Table 4-1: Total Number of Channels Required of Each Case by Using Type 1 to Type 8 of "Difficult Degree"
	Case
	Case 1
	Case 2

	Algorithm
	LagrangeanRelaxation
	Simple Alg. 1
	Simple Alg. 2
	LagrangeanRelaxation
	Simple Alg. 1
	Simple Alg. 2

	DDjs(1)
	20
	25
	27
	108
	143
	123

	DDjs(2)
	21
	26
	34
	121
	150
	153

	DDjs(3)
	21
	26
	30
	107
	146
	141

	DDjs(4)
	23
	25
	33
	120
	138
	147

	DDjs(5)
	21
	25
	29
	110
	143
	133

	DDjs(6)
	21
	26
	33
	118
	150
	149

	DDjs(7)
	21
	25
	29
	107
	141
	132

	DDjs(8)
	21
	26
	35
	120
	146
	152

	DDjs(9)
	21
	N/A
	N/A
	106
	N/A
	N/A

	DDjs(10)
	21
	N/A
	N/A
	108
	N/A
	N/A

	DDjs(11)
	21
	N/A
	N/A
	122
	N/A
	N/A

	DDjs(12)
	20
	N/A
	N/A
	106
	N/A
	N/A


Table 4-2: Total Number of Channels Required of Each Case by Using Type 1 to Type 12 of "Difficult Degree"
    According to the above experiments, we can say that DDjs(9) and DDjs(12) are more suitable than the others. This result strongly supports the idea that the multipliers and solving dual problem would improve our quality of primal problem [WU 1998] [LIN 1999]. So, we use these two "Difficulty Degree" as our heuristics. In each iteration, we compare the solutions calculated by using DDjs(9) and DDjs(12). Then, we will take the smaller one as our primal solution.

4.3 Heuristics for Topology Design Subproblem and Capacity Assignment Subproblem

In this part, we intend to consider the 
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 and its length for each link as its weight. Then, we use minimum cost spanning tree algorithm to select enough L1 links to build a tree for routing. Then, for each base station j, we chose the L4 link, which has the minimum cost, as its candidate link. Then, we can calculate each routing path for each OD-pairs on each scenario. According to its aggregate traffic of each link, we assign proper capacity to it under call blocking rate constraint. Repeat the above process to consider each network state to get several values of each link. We choose the maximum volume of capacity of each link, which is calculated on each network state, as our primal solution.

5. Computational Experiments

Owing to the complexity of this problem. We can't get tighter lower bound by solving dual problem. But, it still provides us many hints to get primal heuristics. In order to prove that our heuristics is good enough, we also implement two simple algorithms to compare with our heuristics.

5.1 Simple Algorithm without Sectorization

In Section 4.1, we use some heuristics to determine the mobile terminals' homing subproblem. Contrarily, we use an intuitive thought to determine it in these simple algorithms. We just assign each mobile terminal to be served by the base station that has the shortest distance between them. Additionally, we assume that the omni-direction antenna is our last solution. So, we can easily determine the zjst. According to the slave mobile terminals in each base station, we can determine the radius of each base station. Then, we apply corresponding "Difficulty Degree" to solve channel assignment subproblem. In the topology design subproblem and capacity assignment subproblem, because we don't have any multiplier as our reference to determine weight of each link, we merely adopt its length of each link as its weight. Then, we can easily and intuitively solve phase I problem and phase II problem through this simple algorithm. For convenience, we call this algorithm as SA1.

5.2 Simple Algorithm with Sectorization

Except the type of antenna in each base station, this algorithm almost looks like SA1. Here, we assume that the smart antenna is our last solution. In other parts of decision variables, we apply the same process in the SA1. So, we also can easily and intuitively solve phase I problem and phase II problem through this simple algorithm. For convenience, we call this algorithm as SA2. 
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Figure 5-1: Trade-off of sectorization
    In order to show the trade-off of sectorization, we can have a simple experiment as follows. Given such a Case of phase I problem, we use SA1 and SA2 to compare the number of total channel required by varying the traffic volume of each OD-pairs. This experiment is preformed on Case 1. The result is as follows:

    In light load environment, we can say that the effect of spinning resource is more significant then the effect of reducing interference. So, sectorization needs to pay the penalty in reducing the number of total channels required. But, with the increase of traffic, the number of channels required of SA1 is become bigger than that of SA2. In the above case, we don't locate many mobile terminals, the channels required of each antenna in each base station is far smaller than the capacity limitation of that. So, we can say that sectorization is useful in the real world to improve the spectrum efficiency.

5.3 Lagrangean Relaxation Based Algorithm

In each phase, we provide an algorithm related with Lagrangean relaxation based heuristics. The first algorithm is used to solve phase I problem, we call it as LR1. We show as follows:

Step 1. Read configuration file to construct MTSOs, BSs and MTs.

Step 2. Calculate constant parameters, like (jsj's', (jst, ((n,B) and assign Lagrangean relaxation improve counter to equal 20.

Step 3. Initialize multipliers.

Step 4. According to given multipliers, optimally solve these problems of SUB3.1, SUB3.2, SUB3.3, SUB3.4 and SUB3.5 to get the value of Zdual.

Step 5. According to heuristics of Chapter 4, get the number of total channel required, the value of ZIP1..
Step 6. If ZIP1 is smaller than ZIP1*, we assign ZIP1* to equal ZIP1. Otherwise, we minus 1 from the improve counter.

Step 7. Calculate step size and adjust Lagrangean relaxation multipliers.

Step 8. Iteration counter increases 1. If interaction counter is over threshold of system, stop this program. And, ZIP1* is our best solution. Otherwise, Repeat step 4.

Algorithm 5.1
The first algorithm is used to solve phase II problem, we call it as LR2. We show as follows:

Step 1. Read configuration file to construct MTSOs, BSs and MTs.

Step 2. Calculate constant parameters, like (jsj's', (jst, ((n,B) and assign Lagrangean relaxation improve counter to equal 20.

Step 3. Initialize multipliers.

Step 4. According to given multipliers, optimally solve these problems of SUB3.7, SUB3.8, SUB3.9, SUB3.10, SUB3.11, SUB3.12, SUB3.13 and SUB3.14 to get the value of Zdual.

Step 5. According to heuristics of Chapter 4, get the total cost of the wireless network design, the value of ZIP2. for all network states.
Step 6. If ZIP2 is smaller than ZIP2*, we assign ZIP2* to equal ZIP. Otherwise, we minus 1 from the improve counter.

Step 7. Calculate step size and adjust Lagrangean relaxation multipliers.

Step 8. Iteration counter increases 1. If interaction counter is over threshold of system, stop this program. And, ZIP2* is our best solution. Otherwise, Repeat step 4.

Algorithm 5.2
5.4 Assumptions, Parameters and Cases

Assumptions
The mobility of mobile terminals is not our concern.

Parameters

Call blocking probability of links = 1%.
Call blocking probability of base stations = 3%.
Maximum number of channels that can be assigned to a base station = 120.
Fixed cost of a MTSO = 30,000,000 NT dollars.
Fixed cost of a base station = 5,000,000 NT dollars.
The parameters are as follows [WU 1998] [LIN 1999]:

Fixed cost of antenna = 200,000 NT dollars.
Cost of a transponder (each can serve 8 channels) = 400,000 NT dollars.
Cost of licensing a channel = 200,000 NT dollars.
Unit connection cost = 300,000 NT dollars/km.
Table 5-1: The Parameters of the System

Cases 1

This case refers to [LIN 1999]. In this case, we have 3 MTSOs, 10 BSs, 40 MTs and 20 OD-pairs. Their distribution is shown in Figure 5-2. The traffic demand for each OD-pairs is 0.1 Erlangs. The degrees of radius are 0.5 km, 1.5 km, 2 km, 3 km, 3.5 km and 4 km.

Cases 2

The difference between Case 1 and Case 2 is only the traffic demand for each OD-pairs. In Case 2, the traffic demand of each OD-pairs is 1.5 Erlangs.

Cases 3

This case refers to [LIN 1998]. In this case, we have 21 BSs, 100 MTs and 50 OD-pairs. Their distribution is shown in Figure 5-3. There are 13 OD-pairs with 1.2 Erlangs. There are 5 OD-pairs with 2.4 Erlangs. There are 6 OD-pairs with 3.6 Erlangs. There are 26 OD-pairs with 4.8 Erlangs.
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Figure 5-2: Location of the MTSOs, BSs and MTs on Case 1 and Case 2

Cases 4

In this case, we have 3 MTSOs, 15 BSs, 40 MTs and 20 OD-pairs. The traffic demand for each OD-pairs is 1.5 Erlangs. The degrees of radius are 0.5 km, 1.5 km, 2 km, 3 km, 3.5 km and 4 km.
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Figure 5-3: Location of the BSs and MTs on Case 3

Cases 5

In this case, we have 3 MTSOs, 20 BSs, 40 MTs and 20 OD-pairs. The traffic demand for each OD-pairs is 1.5 Erlangs. The degrees of radius are 0.5 km, 1.5 km, 2 km, 3 km, 3.5 km and 4 km.

5.5 Experiment Result

5.5.1 Experiment Result of Phase I Problem

The set of experiments is performed on Case 1. At the run 0, our distribution is shown in Figure 5-2. At the runs of 1 to 9, we randomly generate a pair of coordinates to be the location of each mobile terminal. Each run is performed 500 iterations to get the best solution. S1 is the minimum value among the results of S1 algorithm by using 8 different type of "Difficulty Degree". S2 is the minimum value among the results of S2 algorithm by using 8 different type of "Difficulty Degree". LR1 is the minimum value among the result of each iteration of LR1 algorithm by using DDjs(12). "Improve to S1" is a measuring indicator, used to evaluate the quality of our heuristic compared with simple algorithm 1. The value is calculated to equal (S1-LR1)/LR1. "Improve to S2" is also a measuring indicator, used to evaluate the quality of our heuristic compared with simple algorithm 2. The value is calculated to equal (S2-LR1)/LR1. The solution of run 0 is shown in Figure 5-4 and, and comparison of each run is shown in Table 5-2. Then, the next set of experiments is performed on Case 2. At the run 0, our distribution is shown in Figure 5-2. At the runs of 1 to 9, we also randomly generate a pair of coordinates to be the location of each mobile terminal. Each run is performed 500 iterations to get the best solution. The solution of run 0 is shown in Figure 5-5, and comparison of each run is shown in Table 5-3.

	
	Unit: Total Channels Required

	Run #
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	S1
	17
	16
	14
	16
	15
	17
	17
	15
	15
	14

	S2
	18
	17
	17
	14
	16
	16
	17
	15
	15
	17

	LR1
	14
	14
	14
	14
	13
	14
	13
	13
	13
	12

	Improve to S1 (%)
	21.43
	14.29
	0.00
	14.29
	15.38
	21.43
	30.77
	15.38
	15.38
	16.67

	Improve to S2 (%)
	28.57
	21.43
	21.43
	0.00
	23.08
	14.29
	30.77
	15.38
	15.38
	41.67


Table 5-2: The Result of Case 1 in Phase I Problem
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Figure 5-4: Solution for Case 1 at Run 0 in Phase I Problem

	
	Unit: Total Channels Required

	Run #
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	S1
	67
	68
	57
	66
	56
	64
	68
	56
	57
	59

	S2
	59
	51
	51
	48
	49
	49
	51
	48
	45
	53

	LR1
	52
	48
	48
	45
	44
	44
	48
	41
	43
	47

	Improve to S1 (%)
	28.85
	41.67
	18.75
	46.67
	27.27
	45.45
	41.67
	36.59
	32.56
	25.53

	Improve to S2 (%)
	13.46
	6.25
	6.25
	6.67
	11.36
	11.36
	6.25
	17.07
	4.65
	12.77


Table 5-3: The Result of Case 2 in Phase I Problem
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Figure 5-5: Solution for Case 2 at Run 0 in Phase I Problem

5.5.2 Experiment Result of Phase II Problem

The set of experiments is also performed on Case 1. At the run 0, our distribution is shown in Figure 5-2. At the runs of 1 to 9, we randomly generate a pair of coordinates to be the location of each mobile terminal. Each run is performed 500 iterations to get the best solution. LR2 is the minimum value among the results of each iteration of LR2 algorithm by using DDjs(12). "Improve to S1" is a measuring indicator, used to evaluate the quality of our heuristic compared with simple algorithm 1. The value is calculated to equal (S1-LR2)/LR2. "Improve to S2" is also a measuring indicator, used to evaluate the quality of our heuristic compared with simple algorithm 2. The value is calculated to equal (S2-LR2)/LR2. The solution of run 0 is shown in Figure 5-6, and comparison of each run is shown in Table 5-4. Then, the next set of experiments is performed on Case 2. At the run 0, our distribution is shown in Figure 5-2. At the runs of 1 to 9, we also randomly generate a pair of coordinates to be the location of each mobile terminal. Each run is performed 500 iterations to get the best solution. The solution of run 0 is shown in Figure 5-7, and comparison of each run is shown in Table 5-5.

    The third set of experiments is performed on Case 4. At the run 0, our distribution is shown in Figure 5-8. At the runs of 1 to 9, we also randomly generate a pair of coordinates to be the location of each mobile terminal. Each run is performed 500 iterations to get the best solution. The solution of run 0 is shown in Figure 5-8, and comparison of each run is shown in Table 5-6. The fourth experiment is performed on Case 5. It is performed 500 iterations to get the best solution. The solution is shown in Figure 5-9. We can divide base stations into three groups. The first group is the major base station group. On non-failure scenario, we only use these to serve each user. The second group is the backup group. When any base station of the major group fails, we need to use this group to reach our QoS requirement of each user by re-assigning channels and re-sizing radius. The last group is the useless group. We don't need to set any base station in these locations. The last two sets of experiments are used to show that this algorithm can solve the base station allocation subproblem.

	
	Unit: 1,000 NT dollars

	Run #
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	S1
	107511 
	107111 
	107111 
	107311 
	107311 
	107111 
	107511 
	106911 
	107311 
	107111 

	S2
	110111 
	110111 
	110111 
	110311 
	110511 
	110511 
	110711 
	109711 
	110311 
	110111 

	LR2
	107511 
	107111 
	107111 
	107311 
	107311 
	107111 
	107511 
	106911 
	107311 
	103510 

	Improve to S1 (%)
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	3.48

	Improve to S2 (%)
	2.42
	2.80
	2.80
	2.80
	2.98
	3.17
	2.98
	2.62
	2.80
	6.38


Table 5-4: The Result of Case 1 in Phase II Problem 
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Figure 5-6: Solution for Case 1 at Run 0 in Phase II Problem

	
	Unit: 1,000 NT dollars

	Run #
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	S1
	204463 
	162987 
	181625 
	182825 
	183025 
	161987 
	163987 
	181625 
	184025 
	183425 

	S2
	202463 
	162187 
	180825 
	181425 
	181825 
	162587 
	161587 
	180825 
	180825 
	182225 

	LR2
	181875
	162187
	162237
	162088
	181825
	161786
	161587
	160386
	180825
	157186

	Improve to S1 (%)
	12.42
	0.49
	11.95
	12.79
	0.66
	0.12
	1.49
	13.24
	1.77
	16.69

	Improve to S2 (%)
	11.32
	0.00
	11.46
	11.93
	0.00
	0.49
	0.00
	12.74
	0.00
	15.93


Table 5-5: The Result of Case 2 in Phase II Problem
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Figure 5-7: Solution for Case 2 at Run 0 in Phase II Problem

	
	Unit: 1,000 NT dollars

	Run #
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9

	S1
	212726 
	184283 
	208526 
	183958 
	204068 
	190288 
	189088 
	158289 
	181283 
	178235 

	S2
	208326 
	183083 
	208726 
	181958 
	202068 
	187688 
	187288 
	157089 
	178683 
	175835 

	LR2
	206119 
	156457 
	182694 
	164813 
	183630 
	166668 
	158136 
	149203 
	147709 
	156458 

	Improve to S1 (%)
	3.21
	17.79
	14.14
	11.62
	11.13
	14.17
	19.57
	6.09
	22.73
	13.92

	Improve to S2 (%)
	1.07
	17.02
	14.25
	10.40
	10.04
	12.61
	18.44
	5.29
	20.97
	12.38


Table 5-6: The Result of Case 4 in Phase II Problem
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Figure 5-8: Solution for Case 4 at Run 0 in Phase II Problem

	BS #
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16
	17
	18
	19

	s0
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a
	N/a

	s1
	×
	×
	×
	×
	△
	×
	△
	×
	×
	△
	△
	○
	×
	×
	○
	△
	○
	○
	○
	○

	s2
	×
	×
	×
	×
	△
	×
	△
	×
	×
	△
	○
	○
	×
	×
	○
	△
	○
	○
	○
	△

	s3
	×
	×
	×
	×
	△
	×
	×
	×
	×
	×
	○
	○
	×
	×
	×
	△
	○
	○
	○
	○

	BS
	×
	×
	×
	×
	△
	×
	△
	×
	×
	△
	○
	○
	×
	×
	○
	△
	○
	○
	○
	○


○: primary △: backup ×: useless
Table 5-7: The Result of Base Station allocation for Case 5 in Phase II Problem
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Figure 5-9: Solution for Case 5 in Phase II Problem

5.6 Computational Time

All the experiments are performed on a Pentium III 550 PC running Microsoft Windows 2000 Server with 512 MB DRAM. The code is written in Java and is complied by Sun JDK 1.2.2. The computational time of our approach in Phase I is reported in Table 5-8 and Figure 5-10. Then, the computation time of our approach in Phase II is reported in Table 5-9 and Figure 5-11.

	# of BS
	10 BSs
	15 BSs
	20 BSs
	25 BSs

	
	A ms (A/A%)
	B ms (B/A%)
	C ms (C/A%)
	D ms (D/A%)

	SUB 3.1
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)

	SUB 3.2
	129 
	(1.00)
	277 
	(2.15)
	463 
	(3.58)
	731 
	(5.66)

	SUB 3.3
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)
	1
	(1.00)

	SUB 3.4
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)

	SUB 3.5
	1 
	(1.00)
	1 
	(0.90)
	1 
	(0.90)
	1
	(0.90)

	Subgradient
	42 
	(1.00)
	92 
	(2.18)
	168 
	(3.98)
	230 
	(5.44)

	Solving Primal
	10 
	(1.00)
	14 
	(1.44)
	17 
	(1.67)
	20 
	(2.00)

	Iteration
	183 
	(1.00)
	386 
	(2.12)
	652 
	(3.57)
	985 
	(5.40)


Table 5-8: The comparison of computation time in Phase I
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Figure 5-10: The tread of each algorithm complexity in Phase I
	# of BS
	5 BSs
	10 BSs
	15 BSs

	
	A ms (A/A%)
	B ms (B/A%)
	C ms (C/A%)

	SUB 3.7
	1 
	(1.00)
	1 
	(1.00)
	8 
	(7.89)

	SUB 3.8
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)

	SUB 3.9
	552 
	(1.00)
	1239 
	(2.24)
	4880 
	(8.84)

	SUB 3.10
	1 
	(1.00)
	1 
	(1.00)
	6 
	(5.56)

	SUB 3.11
	1 
	(1.00)
	1 
	(1.00)
	10 
	(10.00)

	SUB 3.12
	82 
	(1.00)
	249 
	(3.04)
	918 
	(11.18)

	SUB 3.13
	121 
	(1.00)
	581 
	(4.80)
	2230 
	(18.41)

	SUB 3.14
	1 
	(1.00)
	1 
	(1.00)
	1 
	(1.00)

	Subgradient
	550 
	(1.00)
	5210 
	(9.47)
	19326 
	(35.15)

	Solving Primal
	19 
	(1.00)
	61 
	(3.22)
	160 
	(8.40)

	Iteration
	1329 
	(1.00)
	7344 
	(5.53)
	27539 
	(20.72)


Table 5-9: The comparison of computation time in Phase II
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Figure 5-11: The tread of each algorithm complexity in Phase II
Because we try to solve a NP-hard problem, we cannot find the algorithm with complexity of polynomial time.

6. Conclusion

6.1 Summary

The conclusions in this thesis are presented in terms of formulation, sectorization and performance. In terms of formulation, we model a mathematical expression to describe the fixed sectorization problem. At the same time, we consider not only non-uniform size cell but also non-uniform traffic demand. In this point, our model is more generic. Because of the complexity of this problem, we use Lagrangean relaxation and subgradient method as our main methodology. When using these mathematical tools, they can provide us some hints to improve our heuristics. In terms of sectorization, we find that sectorization is less useful when one base station needs fewer channels. In other words, the wastage of resource fragmentation is more significant than the gains of sectorization. By increasing the number of channels required by one base station, the advantage of sectorization is more evident. In terms of performance, our Lagrangean relaxation based solution has more significant improvement than other intentional algorithms.

6.2 Future Work

First, in this thesis, we only consider one type of smart antenna, called three-fixed sectorization. We can add one dimension to indicate smart antenna. Second, third generation mobile network will make extensive usage of hierarchical cell structure [MEMO 1998]. In our model, we only focus on TDMA/FDMA systems. How to extend our model to fit other air interfaces is another study. Hybrid channel assignment (HCA) is an issue that worth consideration.
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