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Chapter 1  Introduction

1.1

Motivation and Problem Description

The burgeoning network technologies are changing the whole world.   In past decades, the applications of the computer networks have spread rapidly from academic researches to business and even to people’s daily life.  A wide range of communication-intensive real-time multimedia applications have been launched in the network, such as multiparty multimedia teleconferences, remote lectures for distance education, remote medical treatment, video-on-demand, Internet phone, electronic commerce, and so on.  As the more and more applications with very different traffic characteristics are developed, what the current and upcoming networks confront are not only the rigorous requirements of bandwidth but also the quality of service (QoS).  Among the key issues brought to the networks, the QoS routing is the most important and many unicast/multicast QoS routing algorithms have been published recently [3][7][13][16][30][36][38][39][46][51].  And many schemes, such as admission control, resource reservation, etc., are also used simultaneously to satisfy the QoS requirements for every admitted connection and to achieve global efficiency in the resource utilization [8][37].  Reliability is another key issue of the timely delivery of digitalized information.  How to assign the spare capacity so that rerouting the traffic successfully is possible when some failure occurs in the network, is another challenge to the networks.  The algorithms to solve this problem have also been published to increase the survivability of the networks[27][28][41][45][48].  Since the issues of QoS routing and reliability are essential to the applications in the network [47], the design and maintenance of the next-generation high-speed network should consider these issues jointly.

Both the private sectors and the government bodies may have to, at one time or another in their history, deal with the problem of network design.  There might be some possible reasons: the existing network cannot satisfy their demands; to redesign the network is more cost-effective than to upgrade it; or, a brand-new network is essential to all service providers.  How to design a network to meet the requirements of various applications in the future is essential to the organizations.

A network design, a blueprint for building a network, aims to generate the optimal network topologies that minimize total network cost while selecting facility types, allocating capacity, and routing traffic to satisfy the requirements of demands, performance, reliability and so on [22].  Therefore, the tasks of designers are not only to create the structure of the network, but also have to decide how to allocate resources and how money is spent.

Because of the scope of the network, limited budget, and the QoS requirements of various applications, the design problem becomes intricate and hard to handle manually by the designers.  In addition, the networks are not on the “perfect” state where all components are always operational in the real world.  Normally, they are highly reliable, but the links and switching elements fail occasionally.  It is indispensable to take into consideration the realistic constraints; notwithstanding, it also increases the complexity in designing a robust, QoS-guaranteed and cost-effective network.  In the past, designers tended to give way to some constraints, or they broke the overall problem into several sub-problems and then solved them respectively by heuristics, which may be time-consuming and influence the quality of the solution.  An integrated solution to the problems of designing networks and selecting facilities is surely in need.  Thus, this thesis focuses on the minimum-cost network design while considering the impacts of link failure on the level of service that the network offers to its users.

The paradigm of the problem-solving process is briefly outlined as figure 1-1. 
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1.2

Related Research

As mentioned above, the problems in our work are as follows:

1. How many links and switching elements should be sited?

2. Where the links and switching elements should be located?

3. How much the capacity of each link and the configuration of each switching elements should be?

4. How demands should be allocated to the links or the switching elements?  (routing assignments)

Our objective is to design a network topology that minimizes the total network cost under the constraints of the end-to-end QoS and reliability.

The network topology, as well as the location and capacity of switching elements and links are givens in most of the previously published researches.  Based on the above information, many algorithms and heuristics have been developed to deal with the problem combining capacity and unicast/multicast route assignments.  The objective function is either to minimize the network cost under delay constraints [3][13][25][42][44][51] or to maximize the revenues by admitting as many users as possible without interfering with others [50][23][12].  Note that the delay of each link is predetermined, except [50].

In [18] and [19], it is assumed that the set of candidate locations for the facilities placement is identified by the network designers or managers.  The costs resulting from the delay encountered by the message transferred over the network are introduced to the objective function.  Thus, the objective of the design is to balance the overall investment in the network, versus the cost of delay imposed on users.  

A general mathematical model is proposed for the network design problem while reliability constraints are thoroughly considered in [20].  In this model, the authors account for possible failures of link and switching elements by specifying a set of significant system states which are defined by unique combinations of operational links and switching elements.  The locations of switching elements are given, and the objective of the model is to determine the connections between those switching center.  Note that in a given network, the size of this problem highly depends on the possible number of system states.  The maximum size of such problem, if solvable, remains an open question.  Due to the flexibility of the failure scenarios, we introduce this method as part of our formulation.  The term “system state” is referred as network state hereafter.  

Routing in a network while tolerating the failure of the unreliable components is proposed in [17].  The network states defined for each link failure are used in order to cover the changes of the operational characteristics of the network.  Two link-disjoint paths are selected as the primary and the alternative path to increase the reliability of routing.

Different methods in [4] and [11] based on genetic algorithms are proposed to solve the reliable layout and connect all the network components optimally.  In [43] and [29], the authors present a method to design a cost-effective computer network.  This network is composed of unreliable links and this method applies the concepts of probability and statistics to topological design problem so that the given constraint on the total network reliability as well as the capacity constraint can be satisfied.  

The location of switching elements and links are also assumed to be unknown in [32].  A general and flexible interactive method of optimal network design is proposed.  However, in their formulation, they use only node capacity, and do not consider flow, propagation delay and packet loss constraints.  The link type is fixed and its capacity is large enough to accommodate the traffic from different sources.  Therefore, only the adequate switch configurations, such as capacity and the number of ports are decided and placed on right places via this formulation.  

Gersht and Weihmayer [22] take into consideration the constraints of reliability and average network delay as a part of the formulation.  They use such a formulation to solve the network design and facility selection.  This formulation is further decomposed into two solvable sub-problems.  However, the constraints of the average network delay and node connectivity are not strong enough to guarantee the fulfillment of the requirements of the modern applications of real-time delivery.

To sum up, for the lack of the combination of end-to-end QoS and end-to-end reliability in a network design problem, an integrated mathematical formulation is proposed in this thesis.  This formulation can be solved by applying the Lagrangean relaxation and subgradient method to generate a good network topology, the placement of sufficient link capacity, adequate facility configurations, and the routing for unicast and multicast traffics.

1.3

Proposed Approach

To solve the delay-constraint minimum-cost multicast-routing problem is to find a constrained Steiner tree.  This is a well-known NP-complete problem [15][36].  The additional constraints of reliability as well as link and switching elements selections are included here.  As a result, the problem to solve is as complicated as an NP-complete problem and is hard to find out a feasible solution in predictable time.  

Most of the combinatorial optimization problems are difficult to solve, so even well-known algorithms require exponential time in the worst case.  In the 1970s, one of the most useful observations in computation is that many difficult problems can be viewed as easy problems complicated by a relative small set of side constraints.  Dualizing the set of tangled constraints up into the objective function with fixed multiplier produces a Lagrangean relaxation of the original problem, which is relatively easy to solve and whose optimal value is the lower bound of the optimal value of the original problem.  

In [21], the author further develops a general theory on the Lagrangean relaxation and emphasizes on the systematical applications of this method.  The list proposed by [14] speaks for the technique of Lagrangean relaxation in terms of the numerous successful applications to thorny problems, such as traveling salesman problem, scheduling problem, location problems, generalized assignment problems, and those addressed in the lectures [10][16][17][18][20][39][41] and [44] we survey, etc..  For this reason, we decide to adopt these computational techniques.  

The overall procedure to solve the network design problem is summarized on the next page.   They are composed of two procedures, Lagrangean relaxation and subgradient optimization procedure.  Note that the Lagrangean relaxation of the primal problem is developed first which provides lower bound on the optimal solutions.   Then subgradient optimization procedure is used for further improving these solutions by updating the Lagrangean multipliers.
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1.4
 Thesis Organization

The remainder of this thesis is organized as follows.  A mathematical formulation for the high-speed network design problem is first shaped in Chapter 2.  Chapter 3 presents the Lagrangean relaxation of the problem and the methods for solving the Lagrangean sub-problems.  Several heuristics and algorithms will be proposed to get the primal feasible solutions in this chapter.  Some computational results are reported in the last section of this chapter.  Chapter 4 summarizes this thesis and gives our conclusions.

Chapter 2  Problem Formulation

2.1  Notation
The notation used throughout the paper is collected and exhibited as the following legend.  Not only will the description of each notation be revealed, but the decision variables are marked at the end of the corresponding descriptions, referred to as “decision variable.”

	Notation
	Description
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	The set of multicast / unicast group
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	The set of candidate locations where a switch can be placed 
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	The set of candidate links 

	
[image: image4.wmf]g

D


	The set of destinations of group g
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	The set of candidate paths that destination d of group g may use on network state e
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	1, if path p is selected for group g destined for  destination d on network state e, and 0 otherwise 

                           (decision variable)
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	Indicator function, 1 if link l is on path p, and 0  otherwise, 
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	The mean throughput requirement for group g on  network state e
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	The set of candidate link type which can be laid over link l
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	1, if we lay link type t over link l , and 0 otherwise

                           (decision variable)
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	The capacity of link type t over link l
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	The cost of using link type t over link l 
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	The set of candidate switch configurations which can  be set on the switch placed on location i, 
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	1, if we set the configuration s on the switch placed on location i                (decision variable)
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	The number of ports of the configuration s on the  switch placed on location I
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	The capacity of the configuration s on location i
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	The cost of using switch configuration s on location i
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	The set of all possible network state
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	A network state, 
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	End-to-end delay requirement of group g destined for  

destination d on network state e
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	End-to-end loss requirement of group g destined for destination d on network state e
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	The set of possible allocation bandwidth types on link  l for group g
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	Bandwidth allocated to group g on link l on network  state e                      (decision variable)
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	The set of possible allocation buffer types on link l 

	
[image: image28.wmf]e

gl

m


	Buffer allocated to group g on link l on network state e                          (decision variable)
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	Total allocated buffer on link l on network state e
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	1, if link l is used by destination d of multicast group g on network state e, and 0 otherwise 
                           (decision variable)
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	The bound on the number of hops for group g destined to destination d on network state e
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	The set of incoming links to location i, 
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	The set of outgoing links from location i
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	Delay measured on link l for group g given resource of bandwidth size 
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	Loss measured on link l for group g given resource of bandwidth size 
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	The bound of utilization of each switch, 
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Table 2-1 Notation used in our mathematical formulation and its description

The cost function of a link, 
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 contains two different types of cost terms.  They are the costs of conduit and link and both of them include the construction cost.  They both are positively related to the distance between each O-D pair.  However, the unit cost of conduit is fixed and would be ignored when the conduit has been installed as the existing network topology.  The link cost will depend on the link type that we select.  On the other side, the cost function of a switch configuration, 
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 contains the cost of installation.  It also depends on the configuration that we are going to choose.  

2.2  Problem Formulation
    The design problem is formulated as the following mathematical optimization problem (IP): 
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    The objective function is to minimize the total cost of the establishment of a new network composed of the deployed links and switches.   Simultaneously, the capacities of the selected links and switches have to be sufficient enough to satisfy the end-to-end traffic demands and the requirement of end-to-end quality of service among all network states we consider.  The number of the definitions of network state is an open question.   In this thesis, we define the network state 0 to be the state where all components in the network are operational.  If one single edge 
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.  That is, the network states which we are concerned with are all the possible situations in which only one link failure occurs.

   The followings are the interpretations of the constraints in our model:

· Constraint (1) requires that the aggregation of allocated capacity does not exceed the physical capacity of the link type that we select to lay over the link among all network states.

· Constraint (2) requires that the aggregation of incoming traffic does not exceed the capacity of the selected switch fabric among all network states.

· Constraint (3) requires that the sum of ports needed for all incoming and outgoing links does not exceed the number of ports equipped on the selected switch.

· Constraints (4) and (9) require that all of the traffic for one O-D pair is transmitted over exactly one path among all network states.

· Constraint (5) relates the routing decision variable x’s to the auxiliary variable f ’s.  This constraint has been relaxed from the equality.  The introduction of the auxiliary may be helpful in the decomposition of the Lagrangean problem generated later.

· Constraints (6) and (7) require that the end-to-end QoS requirements for each O-D pair are satisfied among all network states.  The details are illustrated in the next paragraph.

· Constraint (8) requires that the hops of the routing path do not exceed the bound among all network states.  The constraint is based on the considerations of end-to-end performance, reliability, and so on.

· Constraint (10) requires that the aggregation of allocated buffer for all group does not exceed the total buffer size on each outgoing link among all network states.

· Constraint (11) is a redundant constraint which provides upper and lower bounds on the allocated buffer for each group g on link l.

· Constraint (12) requires that the aggregation of allocated buffer for all outgoing links does not exceed the size of buffer pool equipped on the selected switch.

· Constraints (13), (14) and (15) require that the allocated capacity and buffer are selected from the sets which are defined in advance.

· Constraints (16), (18) and (20) are the integrality constraints for 
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· Constraints (17) and (19) are supposed to choose one (and only one) out of all link types and to choose one (and only one) out of all switch configurations.

The main resources in the high-speed network are the link bandwidth and the buffer storage for the queues in the switching element.  The former would influence the network performance (e.g., throughput, delay, and so on), and the latter could avoid the packet losses due to statistical variations in packet arrival [47].  The strategy used for resource allocation could minimize the delay and loss to fit the QoS offered within the network.  Therefore, when introducing the constraints (6) and (7) into our formulation, we consider the impact of these two main resources.  It deserves to be mentioned that why we use the aggregation of delay and loss probability occur on each segment as the approximation of end-to-end delay and loss probability.  It is because we assume the delay and loss probability occur on each segment are all independent and very small.  
With regard to the end-to-end delay through a high-speed network, it includes link delay and nodal delay.  The former involves the transmission delay and propagation delay.  The latter mainly involves the queuing delay on the input/output port, switching delay, and adapter delay.  However, the magnitude of transmission delay and propagation delay are relatively smaller than the queuing delay.  And the switching delay is implementation dependent, but very low [47].  Therefore, they are all negligible in our model.  And with smart adapter cards on the new switches, the adapter delay from transferring packets (i.e., from adapter memory to the memory on the routing processor) can be reduced so much that we can neglect it [6].  In addition, usually the only purpose of the input queues is packet/bit synchronization and clock recovery, so their sizes are usually minimal.  Therefore, the main concerns on the end-to-end delay are the output queuing delay on the path between each O-D pair.  Taking into consideration the reserved equivalent bandwidth on each link, a single central routing processor on each switching element, and fixed packet length (e.g., cells in ATM), we can take a simple queuing model, the M/M/1 queue, to calculate the approximated delay [34].  And we can sum up the delay of each section where the packets are routed through to obtain the end-to-end delay measure.

Due to the supports of numerous classes of traffic streams with dramatically diverse traffic characteristics, the equivalent bandwidth and buffer memory for each connection should be characterized and reserved to achieve some given QoS requirements.  However, the complexity of data collection and the calculation of exact bandwidth requirements are so difficult that we study several method of approximation.  The approximation in [26] was developed on the basis of the statistical characteristics and desired QoS of the connections.  This approach combines two different approximations.  The first one relies on a fluid-flow model and the second one focuses on the distribution of the bit rate on a link.   Although they exclude each other, the two approximations complement each other so that the combination can predict rather accurately the equivalent capacity of connection.  The equivalent capacity 
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The traffic characteristics and QoS requirement used in the above equations are peak rate (
[image: image97.wmf]peak

R

), mean rate (
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), mean burst period (
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), the overflow probability (
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), transmission delay (
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), a buffer of size (
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), and the utilization of the source (
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).  The variable 
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 is equal to 
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e

.   The numerical results and analysis in [26] claim that the approximated equivalent capacities overestimate the actual requirements.  In engineering, such conservative approximations are acceptable.  The calculation of overflow probability for each link can refer to the approximations proposed above.  And we can have the approximation of end-to-end loss by aggregating loss value of each link on the path.  In addition to [26], we have ever studied a method of approximating loss probabilities in finite queues by probabilities to exceed queue levels in infinite queues.  But, they are both based on On-Off traffic model and the latter even consider Long Range Dependence (self-similar) which is present in today’s data network.  For consistence between the traffic models used in the approximation of delay and loss probability and demonstration purposes, we decide the M/M/1/K queuing model to approximate the loss probability.

Chapter 3  Solution Procedure
3.1  Lagrangean Relaxation (LR)
The basic approach to solve our network design problem formulated in the previous chapter is Lagrangean Relaxation.  A Lagrangean Relaxation can be obtained by identifying in the primal problem a set of complex constraints whose removal will simplify the solution of the primal problem.  Each complex constraint is multiplied by a corresponding Lagrangean multiplier and added to the objective function.  This mechanism is referred to the dualizing the complicating constraints.

In our approach to solve (IP), we first dualize the constraints (1), (2), (3), (5), (6), (7), (10), (11) and (12) of (IP) to obtain the following relaxation :
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Note that these constraints are dualized in such a way that the corresponding multipliers are nonnegative.  (LR) can be further decomposed into the following four independent sub-problems.  

 Sub-problem 3.1 (related to the decision variable 
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The objective function can be written as:
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where v is the number of the origin of link l
This problem can be further decomposed into 
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 independent sub-problems, one for each group 
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 and a particular destination 
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on a network state e.  The optimal solution to each sub-problem can be found via one of the well-known shortest path algorithms, such as Bellman-Ford algorithm, Dijkstra’s algorithm, and so on.  Note that the Constatint (8) requires a bound 
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 on the number of hops per path.  Therefore, Bellman-Ford algorithm is our approach to solve such problems because this algorithm implies that the hop limitation can be satisfied in seeking the shortest path between each O-D pair.  For each independent sub-problem, its time complexity is O(n2) where n is the number of nodes in the network.
Sub-problem 3.2 (related to the decision variable 
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The objective function can be written as:
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The problem can be further decomposed into 
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 independent sub-problems, one for each candidate location i.  For each sub-problem, the optimal solution can be found by exhaustively searching on all possible but limited options on the binary decision variables 
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 become minimized negative.  Note that if some configuration has been adopted at a location, because it costs 0 to retain this configuration, to use the existing switching element may minimize the total cost.  Thus, the existing switching element should be concerned as well.  Otherwise, If no switch configuration can be available, we will install no switch at location i, which makes the term become zero.  For each independent sub-problem, its time complexity is O(n) where n is the number of candidate switch configurations.

Sub-problem 3.3 (related to the decision variable 
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The objective function can be written as:
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where v and u represents the number of the origin and the destination of link l, respectively.

The problem can be further decomposed into 
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 independent sub-problems.  It is our selection that the link type which can make the term, 
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 become the minimized negative.  Note that if some type of link has been laid between two switching elements, because it costs 0 to retain the link to accommodate users’ traffic demands, to use the existing link could minimize the total cost.  Thus, the existing link should be concerned as well.  Otherwise, if no link type can be available to achieve our requirement, we will lay no link over a candidate link l, which can make the term become zero.  For each independent sub-problem, its time complexity is O(n) where n is the number of candidate link types.
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The objective function can be written as:
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where v is the number of the origin of link l
Note that the constant term, 
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 is temporarily omitted in the objective function in the sub-problem.  After optimally solving the rest of the objective function, this constant term would be added back to complete the objective function.  Thus, the sub-problem can be further decomposed into 
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The sets of equivalent bandwidth and allocated buffer size are calculated and predetermined before network design.  Because the possible options are limited, the exhaustive search could be applied to each sub-problem.  The decision variable 
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.  It will be 0 if the result is nonnegative, and 1 otherwise.  For each independent sub-problem, its time complexity is O(mn) where m is the number of all possible allocated-bandwidth sizes which are defined in advance, and n is the number of all possible allocated-buffer sizes which are also defined in advance.
Sub-problem 3.5(related to the decision variables 
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The objective function can be written as :


[image: image182.wmf]     

 

  

min

9

7

8

å

å

å

å

Î

Î

Î

Î

÷

÷

ø

ö

ç

ç

è

æ

-

-

N

i

L

l

E

e

e

l

G

g

ileg

ile

ie

i

M

x

a

a


This problem can be further decomposed into 
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 independent sub-problems.  Because the possible options are limited, the exhaustive search could be applied to each sub-problem.  For each independent sub-problem, its time complexity is O(n) where n is the number of all possible allocated-buffer sizes.
3.2  The Dual Problem and the Subgradient Method

For any 
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, the weak Lagrangean duality theorem states that the optimal objective function value of functional (LR) is a lower bound on 
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which is also refered to as the Lagrangean (multiplier) problem.

It is clear that the best choices for the Lagrangean multipliers would be the optimal solution to the dual problem which could make the 
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.  To determine the greatest values for the Lagrangean multipliers, there are several approaches which could be used in the Lagrangrian relaxation applications.  The most popular method is the subgradient optimization procedure and examples of previous successful applications of this method can be found in [10][38].  Let a vector 
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 where the variable 
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 represents the number of paths decided for each O-D pair.  In iteration 
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The step size 
[image: image196.wmf]k

t

 is determined by


[image: image197.wmf]2

k

k

D

h

IP

k

b

m

Z

Z

t

)

(

-

×

=

d


where 
[image: image198.wmf]h

IP

Z

 is an objective function value for a heuristic solution (upper bound on 
[image: image199.wmf]IP

Z

) and 
[image: image200.wmf]d

 is a scalar, 
[image: image201.wmf].

2

0

£

<

d

 It specifies how far we move in the subgradient direction.

A subgradient optimization procedure, a technique that iteratively finds an estimate of the vector 
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 defined above, is used to further tighten the lower bound.  Initially, the upper bound 
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 is the objective function value of any feasible solution to 
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.  As the procedure proceeds, if generating a better feasible solution, it uses the objective function value of this solution to replace the previous upper bound.  The scalar 
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 usually starts with 2 and then is reduced by a factor of 2 whenever the best Lagrangean objective function value found so far has failed to improve in a specified number of iterations.  Above all, the procedure has no convenient stopping criteria.  We could terminate it after a specified iterations performed according to our own decisions.  

In a nutshell, this simple and efficient procedure has been proved quite effective in generating upper bounds to the Lagranean (multiplier) problem, which justifies our adoption of Lagrangean relaxation and subgradient procedure.

3.3  Getting Primal Feasible Solutions
Every time when optimally solving the above sub-problems decomposed from the dual problem (LR), we can obtain the set of values of decision variables.  Those values may not be feasible solutions to the primal problem (IP) due to the occurrence of some violations on the constraints, such as end-to-end QoS constraints.  Perhaps, they are all feasible, but they are not good enough to find out the final, optimal primal solutions.  Nevertheless, they can help us to derive a tight upper bound on 
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.  Therefore, we have to take advantage of those values of decision variables.  As well, it is essential to introduce some heuristics to get feasible and good enough solutions.  In this section, we first describe the procedure to allocate sufficient bandwidth and buffer, and to decide adequate links and switching configurations.  Because the capacity constraints can be satisfied easily by using the information of the allocated resources on a certain link or a switching node, optimally allocating the resources on each network component would be our main focus.  The penalty function method would be adopted to guarantee the achievement of this target.  The even allocation of resources is an intuitive solution, but it lacks the feature of dynamical allocation.  We only take it as a part of our proposed method.  That is, it can provide an initial point to start the penalty function method.  In the first sub-section, we introduce the whole procedure to get the primal feasible solutions.  We briefly introduce how to apply this method in the following sub-section and compare the above two methods for resource allocation in the last sub-section.
3.3.1  The procedure to get the primal feasible solutions

Because of the nature of this problem, we can divide the procedure to get the primal feasible solutions into three stages.  First of all, we have to make the routing decisions for each user groups on different network states.  Secondly, we have to allocate the necessary bandwidth and buffer on each component belonging to the selected route for each O-D pair of user groups while simultaneously satisfying the end-to-end QoS constraints.  On different network states, the different constraints are all our concerns.  Therefore, we have to summarize the required allocated bandwidth and buffer on each component required by user groups on different network states to fulfill the selections of link type and switch configuration, which is the last stage.  The topology can be proposed by undergoing the above three stages.  
The details of this procedure are given below.  In the first stage of this procedure, we use the set of 
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 values as our routing decisions for each user group.  Based on these routes, we try to check if the set of the solutions to the allocations of bandwidth and buffer, 
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, can satisfy the end-to-end delay and loss constraints.  If any of the pairs cannot be served as required, the optimal resource reallocation would be executed.  We would try to decide the allocations of bandwidth and buffer to satisfy the delay and loss requirements for each O-D pair.  However, the interplay of bandwidth and buffer allocation exists in our calculation of loss probability.  Separating this compound allocation problem into two sub-problems with respect to bandwidth and buffer will degrade the quality of the solution.  Therefore, we employ the penalty function method to capture the very important couplings between them.  Then, we can solve this coupling problem with a gradient method, the method of steepest decent.  After the (near-) optimal solutions to all user groups are derived, the optimal solution to the capacity assignment and the selections of network components requires only trivial calculation.  Once the allocated bandwidth and buffer on each link and switching node are aggregated, we can determine their suitable type or configuration.  According to our experiments, before applying the penalty function method, the even allocation of resources can provide better initial solutions to the penalty method.

If each of the pairs can be served as required, they have been the feasible solutions to our primal problem.  The optimal resource reallocation can directly use them as starting points to approach the optimal primal solutions with higher convergence rate.

3.3.2  Penalty Function Method
For the violation of end-to-end QoS constraints, we desire to optimally reallocate the bandwidth and buffer on each components for that group, denoted by g.  Of course, the cost of the allocation of resources, bandwidth cl and buffer bl, should be minimized while the QoS constraints are taken into consideration.  For meeting the above two requirements, we formulate the mathematical optimization problem as the following:
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The objective function is to minimize the total cost of the resources on those components belonging to the union of all routes, T.  δld, an indicator function, is 1 when link l is on a route to one of the group’s destination, d, or is 0 when otherwise.  Constraints (1) and (2) guarantee that the end-to-end delay and loss cannot surpass 
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To solve the above formulation, we decide to adopt penalty function method.  It is a procedure for approximating constrained optimization problems by unconstrained problems.  The approximation is accomplished by adding to the objective function the constraints via penalty parameters in a way that penalize any violation of the constraints [40].  Therefore, the original problem can be converted into the following:
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We will use a sequential unconstrained minimum technique.  This approach employs a sequence of increasing penalty parameters.  An optimization technique is performed to solve the penalty function with each new value of the penalty parameters.  Each optimal solution corresponding to the previous chosen parameter value is a starting point for solving the penalty function with new chosen penalty parameters this time.  The course of optimization stops when the penalty cost is reduced to a certain level we set in advance [5].  As mentioned above, our penalty function is of several decision variables.  For minimizing the function, we employ a well-known gradient method, the method of steepest decent.  

With this technique, we can make a multidimensional search from an initial point.  Let f have continuous first partial derivatives.  The negative gradient 
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 at an initial point x is the direction of steepest decent.  We search along this direction to a minimum point on this line.  This minimum point is taken as another initial point and the movement of a line search repeats.  Briefly speaking, the steepest decent algorithm applied to our penalty function proceeds by continuously performing a line search along the direction of steepest decent of our penalty function.  

For the application of the method of steepest decent, decision variables, 
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, are temporarily viewed as continuous ones.  After applying the above penalty function method, we round up the results of resources allocation to select the most adequate bandwidth and buffer from the sets we defined before.

3.4  Computational Results

The experiments were performed for two main purposes.  First of all, we want to test the quality of the solution to this network design problem.  Secondly, given various parameters, such as number of user groups, candidate links, locations, and network states, we want to examine the impacts on the quality of solutions.

The procedure presented in the previous section had been implemented in Java.  The development and experiment platform is a PIII 700 PC with 512MB RAM and Windows 2000 Professional edition.  The number of iterations was set to 2000 iterations.  The improvement counter was set 20.  The choices of the initial values of the multipliers were 0.

To examine the quality of our solutions, we experimented the following eight main cases.  They are shown in figure 3-1 to 3-8.  In the first half of cases, 10 and 20 candidate locations were pre-determined on the graph, and all possible links between any two candidate locations are randomly selected for each with 25% and 50% probability.  After random selection of candidate links, we always check their connectivity to generate reasonable candidate topologies.  In the second half of cases, we take the GTE, OCT, USA, and RING networks as our candidate topologies.  For each main case, we examined the impacts of 3 different number of user groups (10, 20, and 40 nodes) on the quality of our solutions, respectively.  Therefore, we have 24 cases for experiments.  The traffic demand for each user group is drawn from a random variable uniformly distributed in a pre-specified range, 1 to 50 Mb.  Besides, the origin and the destinations of each user group were determined randomly in advance.  The number of destinations of each user group ranges from 1 to 50% of total candidate locations.  

Representative results have been selected for the purpose of demonstration.  The 24 different cases are all identified by their case ID.  They are shown in Table 1 to Table 3.  They almost have the same format.  The only difference is the second column.  The levels of connectivity of the networks are indicated in the second column of Table 1 and Table 2.  But, in Table 3, this column is used to identify the fourth candidate topologies mentioned above.  The third column is the number of user groups.  The fourth column gives the best objective function value (upper bound) calculated by our proposed procedure.  The best lower bound generated by solving the dual problem is revealed in the fifth column.  The sixth column presents the duality gap:

((Upper Bound – Lower Bound) / Lower Bound) * 100%
which represents how close the best feasible solutions found are to optimal solutions.  We propose another two heuristics for comparison here.  The first heuristic uses the distance as the arc weight to perform the Bellman-Ford algorithm to make routing decisions.  Then, the method of even allocation of resources is adopted to allocate resources.  The second heuristic uses the routing results generated by solving the dual problem, which is the same as our proposed procedure, and then apply the method of even allocation of resources.  The seventh column gives the comparison between these two heuristics, which can show the improvement on the total costs with using the Lagrangean multipliers as the arc weight to make routing decisions.  The comparisons are calculated by following formula: 

((Cost estimated by heuristic 2 - Cost estimated by heuristic 1)/ Cost estimated by heuristic 1 )* 100%

The results of comparison between the second heuristic and our proposed procedure are shown in the eighth column, which can show the improvement on the total costs with using the penalty function method, rather than the method of even allocation of resources.  The comparisons are calculated by the following formula: 

((Cost estimated by heuristic 2 - Cost estimated by our procedure)/ Cost estimated by our procedure )* 100%
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	Figure 3-1  10 nodes example
(selection probability:25%)
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	Figure 3-2  10 nodes example  (selection probability:50%)
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	Figure 3-3  20 nodes example  (selection probability:25%)
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	Figure 3-4  20 nodes example  (selection probability:50%)
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	Figure 3-5  GTE networks
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	Figure 3-6  OCT networks
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	Figure 3-7  USA networks
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Figure 3-8  RING networks


	Case ID
	Connectivity

(%)
	No.  of Groups
	ZIP

(U.B.)
	ZD

(L.B.)
	E.D.   (%)
	Comp. 1 (%)
	Comp. 2

(%)

	1-1
	25%
	10
	411213.98
	364416.27
	12.84
	20.02
	3.89

	1-2
	25%
	20
	769312.67
	639983.49
	20.21
	25.92
	4.01

	1-3
	25%
	40
	1299571.21
	1125781.69
	15.44
	19.21
	4.11

	2-1
	50%
	10
	398890.76
	338148.24
	17.96
	20.29
	4.24

	2-2
	50%
	20
	748172.92
	623444.5
	20.01
	18.01
	2.79

	2-3
	50%
	40
	1217356.17
	1049471.55
	16.00
	19.39
	6.28


Table 3-1  10nodes cases
	Case ID
	Connectivity

(%)
	No.  of Groups
	ZIP

(U.B.)
	ZD

(L.B.)
	E.D.  (%)
	Comp. 1 (%)
	Comp. 2

(%)

	3-1
	25%
	10
	2323389.33
	2011022.41
	15.53
	20.77
	3.62

	3-2
	25%
	20
	4298892.27
	3532210.51
	21.71
	25.1
	5.32

	3-3
	25%
	40
	7903900.32
	6989865.79
	13.08
	20.95
	3.95

	4-1
	50%
	10
	2299601.92
	1954401.81
	17.66
	19.17
	3.16

	4-2
	50%
	20
	4149450.2
	3502543.92
	18.47
	21.8
	4.31

	4-3
	50%
	40
	7867211.22
	6351451.67
	23.86
	17.9
	3.61


Table 3-2  20nodes cases

	Case ID
	Network
	No.  of Groups
	ZIP

(U.B.)
	ZD

(L.B.)
	E.D.  (%)
	Comp. 1

(%)
	Comp. 2

(%)

	5-1
	GTE
	10
	850990.07
	751483.32
	13.24
	22.93
	3

	5-2
	GTE
	20
	1306601.09
	1103337.11
	18.42
	22.51
	4.26

	5-3
	GTE
	40
	1748890.22
	1448218.04
	20.76
	19.84
	3.21

	6-1
	OCT
	10
	3517882.4
	2955132.76
	19.04
	20.22
	4.77

	6-2
	OCT
	20
	8276390.1
	6594402.29
	25.51
	18.09
	3.28

	6-3
	OCT
	40
	16129902.25
	11998371.33
	34.43
	26.19
	2.9

	7-1
	USA
	10
	3398233.19
	2910990.12
	16.74
	21.3
	3.05

	7-2
	USA
	20
	6500890.87
	5536339.85
	17.42
	16.72
	4.87

	7-3
	USA
	40
	10051839.68
	9031929.07
	11.29
	19.62
	4.17

	8-1
	RING
	10
	2740559.47
	2363391.23
	15.96
	12.18
	3.78

	8-2
	RING
	20
	4098331.3
	3400923.27
	20.51
	12
	3.43

	8-3
	RING
	40
	9434499.51
	8003079.02
	17.89
	13.71
	3.12


Table 3-3
GTE, OCT, USA and RING networks

From the above computational results, the error difference of our procedure is about 18.3%.  Broadly speaking, the impacts of the number of nodes and different candidate topologies are not significant.  Only in the case of OCT network, the error difference are larger than those of other cases.  In our additional experiments, we also observe the number of destinations of each multicast group would influence the error difference. The influence may be positive or negative.  Besides, according to the seventh column, we can see the obvious improvements brought by the routing decision decided by Lagrangean multipliers.  The average improvement can reach 19.7%.  From the results in the eighth column, adopting the penalty function method is an additional improvement (about 3.9%) over adopting the even allocation of resources.  Therefore, with our proposed procedure, the improvement on the reduction of total costs can reach 23.6% on the average.  
We now want to further inspect the effect of the integration of how to cover one-link failure scenarios into our procedure.  For this reason, we compare the costs generated by 2 different ways of using our procedure.  One is the iterative application of our partial procedure (once for a one-link failure scenario) and the other is the application of our integrated procedure (considering all possible one-link failure scenarios at the same time).  The former method is called Way 1 and the latter is called Way 2.  We introduce SITA network (figure 3-9) as one of our candidate topologies.  
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Figure 3-9  SITA  networks


The experiment results are reported in Table 3-4.  The second and third columns are the costs of the proposed topologies by Way 1 and Way 2, respectively.  The fourth column is the error difference when we consider all possible one-link failure scenarios at the same time.  The last column is the improvement we can gain by adopting Way 2 which is calculated by the following formula: 

((Cost estimated by Way 1 - Cost estimated by Way 2)/ Cost estimated by Way 2 )* 100%

Note that there are only 10 multicast groups in our cases.

	Case ID
	Costs of Way 1
	Costs of Way 2
	E.D. of Way 2 (%)
	Improvement (%)

	1-1
	8763821.39
	8311190.71
	21.38
	5.45

	SITA
	2948542.91
	2640960.67
	29.94
	11.65

	3-1
	5704848.24
	5268121.87
	19.79
	8.29

	5-1
	1948686.08
	1781248.71
	23.86
	9.40

	6-1
	6699294.59
	6389825.26
	36.12
	4.84


Table 3-4 Comparisons between 2 different ways of using our procedure to cover one-link fair scenarios.

In light of the reports in Table 3-4, we can claim that the effect of the integration of how to cover one-link failure scenarios into our procedure is positive and apparent. The average improvement can reach 7.9%.  We also observe a special relation between the level of improvement and the scale of candidate topologies in these experiments.  In these examined cases, the more complex the candidate topology is, the clearer improvement we can achieve.  Take case 1-1 and SITA network for examples.  Both of them are composed of 10 nodes, but the SITA network is characterized by higher density of links than case 1-1.  The improvement on SITA network is about double of that on case 1-1.

Chapter 4  Summary
This survivable network topological design problem with capacity constraints and end-to-end QoS constraints is characterized by large dimensionality even when relatively small networks are concerned.  Our formulation integrates the concerns of end-to-end QoS to achieve the requirements of real-time multicast services.  In the meanwhile, the introduction of network states brings the largest flexibility to cover different network statuses as we wish.  Therefore, our contribution is to propose an integrated mathematical formulation and optimization-based techniques to jointly solve the problems of routing assignment, capacity assignment, and network component selections on different network states to compose a survivable network with minimum cost.  

Besides, our kernel engine and GUI are developed in a platform-independent language, Java.  Thus, we can port our programs to a more powerful computer effortlessly to reduce the waiting time owing to the large time complexity brought by the nature of such a problem.  Our program not only produces the lower and upper bound and the duality gap between them, but also provides the full details of the best feasible solution generated.  The related data and the best design results can be clearly exhibited with friendly GUI as well.  For clear demonstration, we only take two relatively simple cases in the tables.  They are shown in figure 3-10 and 3-11 in the next page.
Finally, there are still several future works which can make this work more complete and closer to the reality.  Take some for examples.  How to approximate the end-to-end delay and loss more accurately, how to introduce the concept of Long Range Dependence which is presented in today’s data network, and how to formulate our problems more elegantly are all parts of the material of our future research.  
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	Figure 3-10  The proposed topology of case 1-1
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	Figure 3-11  The proposed topology of case 6-1


References :

	[1]
	Ahuja, R. K., Magnanti, T. L. and Orlin, J. B., Network Flow-Theory, Algorithms, and Applications, Prentice -Hall, Inc., 1993.

	[2]


	Aida, M., Nakamura, I. and Kubo, T., “Optimal Routing in Communication Networks with Delay Variations,” IEEE INFOCOM’92, pp.153–159, 1992.

	[3]


	Alrabiah T. and Znati, T. F., “Low-Cost, Bounded-Delay Multicast Routing for QoS-Based Networks,” IEEE Proc.  of International Conference on Computer Communications and Networks, pp. 304–311, 1998.

	[4]


	Altiparmak, F., Dengiz, B. and Smith, A. E., “Reliability optimization of computer communication networks using genetic algorithms,” IEEE International Conference on Systems, Man, and Cybernetics, pp.  4676–4681, Vol.5, 1998.

	[5]
	Bazaraa, Mokhtar S., Sherali, Hanif D., and Shetty, C.  M., Nonlinear Programming Theory and Algorithm, John Wiley & Sons, Inc., 1993.

	[6]


	Cahn, R. S., Wide Area Network Design-Concepts and Tool for Optimization, Morgan Kaufmann Publisher, Inc., 1998.

	[7]


	Chakraborty, D., et.  al., “An Efficient Routing to Minimize the Cost for Dynamic Multicasting,” IEEE Asia-Pacific Conference on Circuits and Systems, pp.463–466,1998.

	[8]


	Chen, S. and Nahrstedt, K., “An Overview of Quality of Service Routing for Next-Generation High-Speed Networks: Problems and Solutions,” IEEE Network, Nov./Dec.  1998.

	[9]


	Chen, Y. G., Hsu, S. J. and Yuang, M. C., “Terminal-Pair Reliability in ATM Virtual Path Networks,” IEEE GLOBECOM '97, pp.1408–1412, Vol.  3, 1997.

	[10]


	Cheng, K. T. and Lin, F. Y. S., “Minimax End-to-end Delay Routing and Capacity Assignment for Virtual Circuit Networks,” IEEE GLOBECOM’95, pp.2134–2138, Vol.3, 1995.

	[11]


	Cheng, S. T., “Topological Optimization of a Reliable Communication Network,” IEEE Transactions on Reliability, pp. 225–233, Vol.  47, No.3, Sep. 1998.

	[12]


	Daskin, M. S., Network and Discrete Location – Models, Algorithms, and Applications, John Wiley & Sons, Inc., 1995.

	[13]


	Erzin, A. I. and Kim, S. H., “Polynomial Algorithm for Min-Cost Delay-Constrained Multicasting Routing Problem in Networks,” ICICS Proc.  of 1997 International Conference on Information, Communications and Signal Processing, Vol. 3, 1997.

	[14]


	Fisher, M. L., (The Lagarangian Relaxation Method for Solving Integer Programming Problems,( Management Science, 27(1): 1-18, Jan. 1981.

	[15]


	Garey, M. R.  and Johnson, D. S., Computers and Intractability: A Guide to the Theory of NP-Completeness.  New York: Freeman, Mathematical Series, 1979.    

	[16]


	Gavish, B. and Neuman, I., “A System for Routing and Capacity Assignment in Computer Communication Networks,” IEEE Transactions on Communications, pp. 360–366, Vol. 37, No. 4, Apr. 1989.

	[17]


	Gavish, B. and Neuman, I., “Routing in a Network with Unreliable Component,” IEEE Transactions on Communications, pp. 1248–1258, Vol. 40, No. 7, Jul. 1992.

	[18]


	Gavish, B., “Topological Design of Computer Communication Networks,” IEEE Proc.  of the Twenty-Second Annual Hawaii International Conference on System Sciences, pp. 770–779, Vol. 3, 1989.

	[19]


	Gavish, B., “Topological Design of Computer Communication Network- The Overall Design Problem”, European Journal of Operational Research, Vol. 58, 1992.

	[20]


	Gavish, B., et.  al., “Fiberoptic Circuit Network Design Under Reliability Constraints,” IEEE Journal on Selected Areas in Communications, pp.  1181–1187, Vol. 7 8 , Oct. 1989.

	[21]


	Geoffrion, A. M., “Lagrangean Relaxation and Its Use in Integer Programming,” Math.  Programming Study, Vol. 2, 1974.

	[22]


	Gersht, A. and Weihmayer, R., “Joint Optimization of Data Network Design and Facility Selection,” IEEE Transactions on Selected Areas in Communications, pp. 1667–1681, Vol. 8, No. 9, Dec. 1990.

	[23]


	Girard, A. and Zidane, R., “Revenue Optimization of B-ISDN Network,” IEEE Transactions on Communications, pp. 1992–1997, Vol. 43, No. 4, May 1995.

	[24]


	Girard, A., “Revenue Optimization of Telecommunication Networks,” IEEE Transactions on Communications, pp. 583–591, Vol. 41, No. 4, Apr. 1993.

	[25]


	Girard, J. J. M., Rahman, M. H. and Simms, B. W.  “Design and Optimization of an Asynchronous Transfer Mode Network for DND,” IEEE Canadian Conference on Electrical and Computer Engineering, pp.  432–435, Vol. 1, 1995.

	[26]
	Guerin, R., et. al., “Equivalent Capacity and Its Application on Bandwidth Allocation in High-Speed Networks,” IEEE Journal on Selected Areas in Communications, pp. 968–981, Vol. 9, No. 7, Sep. 1991.

	[27]


	Herzberg, M. and Bye, S. J. “An Optimal Spare-Capacity Assignment Model for Survivable Networks with Hop Limits,” IEEE GLOBECOM’94, pp. 1601–1606, Vol.3, 1994.

	[28]


	Iraschko, R. R., MacGregor, M. H. and Grover, W. D., “Optimal Capacity Placement for Path Restoration in STM or ATM Mesh-Survivable Networks,” IEEE/ACM Transactions on Networking, pp.  325–336, Vol. 6, No. 3, Jun. 1998.

	[29]


	Jan, R. H., Hwang, F. J. and Cheng, S. T., “Topological Optimization of a Communication Network Subject to a Reliability Constraint”, IEEE Transactions on Reliability, pp. 63–70, Vol. 42, No. 1, Mar. 1993.

	[30]


	Jin, K., Hayes, J. F. and Comeau, M. A., “Routing and Capacity Allocation for Multirate and Multipoint Circuit-Switched Networks,” IEEE Canadian Conference on Electrical and Computer Engineering, pp. 557–560, Vol.  2, 1994.

	[31]


	Jou, Y. F. et. al., “A Method of Delay and Jitter Measurement in an ATM Network,” IEEE Conference Record of International Conference on Communications, pp. 328–332, Vol.1, 1996.

	[32]


	Kaminsky, V., et. al., “On Optimal Design of Network Topology,” IEEE Proc.  of 23rd Annual Conference on Local Computer Networks, pp.  297–304, 1998.

	[33]


	Kiu, S. W. and McAllister, D. F., “Reliability optimization of computer-communication networks,” IEEE Transactions on Reliability, pp. 475–483, Vol. 37, No.5, Dec. 1988.

	[34]


	Kleinrock L., Queuing System, Vol.  1: Theory, New York Wiley, 1975.

	[35]


	Kleinrock, L., “The Latency/Bandwidth Tradeoff in Gigabit Networks,” IEEE Communication Magazine, pp. 36–40, Apr. 1992.

	[36]


	Kompella, V. P., Pasquale, J. C. and Polyzos, G. C., “Multicast routing for multimedia communication,” IEEE/ACM Transactions on Networking, pp.  286–292, Vol.  1, No.  3, Jun.  1993.

	[37]


	Lee, W. C., Hluchyj, M. G. and Humblet, P. A., “Routing Subject to Quality of Service Constraints in Integrated Communication Networks,” IEEE Network, pp. 46–55, Vol.9, Jul.-Aug. 1995.

	[38]


	Leung, Y. W. and Yang, B. T., “Lower Bound for Multimedia Multicast Routing,” IEE Proc.  of Communications, pp. 87–90, Vol.145 2, Apr.  1998.

	[39]


	Lin, F. Y. S. and Cheng, K. T., “Virtual Path Assignment and Virtual Circuit Routing in ATM Network,” IEEE GLOBECOM’93, pp. 436–441 Vol.1, 1993.

	[40]


	Luenberger, David G., Linear and Nonlinear Programming, 2nd edition, Addison-Wesley Publishing Company, 1984

	[41]
	Pai, D. J. and Owen, H. L., “An algorithm for Bandwidth Management with Survivability Constraints in ATM Networks,” IEEE International Conference on Communications, pp. 261–266, Vol. 1, 1997.

	[42]


	Rao, N. S. V. and Batsell, S. G., “Algorithm for Minimum End-to-End Delay Paths,” IEEE Communication Letters, pp. 152–154, Vol. 1, No. 5, Sep. 1997.

	[43]


	Saha, D., Mukherjee, A. and Dutta, S. K., “Design of Computer Communication Networks under Link Reliability Constraints,” IEEE TENCON’93 Proc.  of Computer, Communication, Control and Power Engineering, pp. 188–191, Vol.1, 1993.

	[44]


	Saha, D., Mukherjee, A. and Sarkar, S., “Design of Large All-Optical Networks Using Subgradient Optimization Technique,” IEEE TENCON '97 Proc., pp. 85–88, Vol. 1, 1997.

	[45]


	Sakauchi, H., Nishimura, Y. and Hasegawa, S., “A Self-Healing Network with an Economical Spare-Channel Assignment,” IEEE GLOBECOM '90,  pp. 438–443, Vol.1, 1990

	[46]


	Sheikh, S., et. al., “Multicast Routing Infrastructure in ATM networks,” IEEE Proc.  of International Conference on Computer Communications and Networks, pp. 857–864, 1998.

	[47]


	Todorova, P. and Verma, D. C., “Resource Allocation and Delay Constraints in ATM networks,” IEEE Workshop on Future Trends of Distributed Computing Systems, pp. 435–439, 1990.

	[48]


	Venables, B. D., Grover, W. D. and MacGregor, M. H., “Two Strategies for Spare Capacity Placement in Mesh Restorable Networks,” IEEE International Conference on Communications, pp. 267–271, Vol. 1, 1993.

	[49]


	Xue, G., “End-to-end Data Paths: Quickest or Most Reliable? ,” IEEE Communications Letters, pp. 156–158, Vol. 2, No. 6, Jun. 1998.

	[50]


	葉慧嫻著，高速網路之綜合性最佳化允入控制路由指定及資源預留策略以確保即時性群撥服務之服務品質要求，國立台灣大學資訊管理學研究所碩士學位論文，民國八十八年六月.

	[51]


	Zhu, Q., Parsa, M. and Garcia-Luna-Aceves, J. J., “A Source-Based Algorithm for Delay-Constrained Minimum-Cost Multicasting,” IEEE INFOCOM '95, pp. 377–385, Vol.1, 1995.

	
	


Problem Definition


Identify Problem


Identify Goals





Analysis


  Identify Objectives & Constraints


  Formulate Model


  Collect and Valid Data


  Present Methodology & Solution





Implementation


 Define Variables and Data Structure


 Code Program





Evaluation


Adjust Parameters


Evaluate the Quality of the Solution











�
Formulating the network design problem�
�
�
Define the notation and decision variables 


Formulate the objective function (IP) and related constraints�
�
Lagrangean Relaxation�
Step 1  Dualizing the complex constraints�
�
�
Identify the side complex constraints


Dualize those constraints up into the objective function, and get the Lagrangean problem (LR)�
�
�
Step 2  Decomposing Lagrangean problem�
�
�
Decompose LR into several sub-problems (related to the decision variables)


Propose the approaches to optimally solve the sub-problems �
�






           Subgradient Optimization Procedure





















































�
Step 1  Initialization�
�
�
Initialize 


     upper bound (ZhIP),


     the multipliers ((), 


     improvement counter (IMP), 


     iteration counter (ITR), 


     scalar ((), and so on.�
�
�
Step 2  Solving the Lagrangean problem, ZD�
�
�
SET IMP=IMP+1.


Solve each decomposed sub-problems optimally (Get a solution to Lagrangean problem).�
�
�
Step 3  Updating the parameters�
�
�
IF the value of ZD get improved, 


      SET IMP=0.


IF decision variables are feasible to  


    problem (IP), and have a better upper  


    bound,       


      UPDATE the upper bound.


IF IMP = IMP_LIMIT,


      SET ( = ( / 2; IMP = 0; Go to Step 2.


IF ITR<ITR_LIMIT,


      Go to Step 4;


    Else, TERMINATE.�
�
�
Step 4  Updating the multipliers, (�
�
�
SET ( = min{0, Step_Size*(};


SET ITR = ITR+1.�
�









� EMBED Equation.3  ���





� EMBED Equation.3  ���





� EMBED Unknown  ���


� EMBED Unknown  ���











Figure 1-1  The paradigm of the problem-solving process
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