Chapter 1 Introduction

1.1 Background

One major subject in the NII (National Information Infrastructure) is to construct one broadband network to provide integrated services. It is no doubt that the Internet will become the integrated-service platform for the next century. There are various kinds of applications to be appeared in the Internet. Since VocalTec Communications introduced the first software product I-Phone in 1995, using the Internet to transmit voice drew a lot of attention. IP telephony (Internet telephony is the same meaning in this thesis) is the most promising application to be deployed by telecommunication companies or promoted by network equipment vendors like Cisco, Nortel, and Lucent etc. IP telephony was first used as a simple way to provide point-to-point voice transport between two IP hosts, primarily to replace expensive international phone calls. This could reduce much of the communication cost and is the opportunity for many companies to enter the telecommunication industry. As the trend toward multimedia applications in the Internet, the scope of IP telephony has expanded to integrate video and data services.

Originally, the Internet was designed to provide best-effort services for the data generated by computers. The timeliness of data communication is generally delay tolerant. Quality-of-Service (QoS) constraints are not as important as routing flexibility and connectivity. In order to provide routing flexibility and connectivity, a connectionless mode of operations, where each data packet of the same flow is treated independently of the others, is preferable. Hence, using IP to transport voice data is contradictory to the basic requirement of the voice service: a timely delivery of voice samples. Although IP was not initially designed to provide services for real-time traffic, recent technical progress has made IP have the capabilities to provide real-time services in near future.

The next generation of IP, version 6, includes support for flows of packets between one or more hosts. In conjunction with a hop-by-hop resource reservation protocol such as RSVP [8][50], end-to-end capacity can be set aside for real-time traffic. Internet Engineering Task Force (IETF) has developed an integrated-service architecture called IntServ [9]. IntServ could provide per session QoS guarantees in IP networks. And IETF specified mechanism to request explicit QoS support is RSVP. IETF proposed another framework called DiffServ to provide implicit QoS [7]. DiffServ defines an architecture where many different levels of services can be provided. DiffServ actually uses the Type of Service (ToS) field in the current IP version 4 header. International Telecommunications Union (ITU) defines H.323 [46] for supporting multimedia communication sessions in packet networks. IETF also proposed their Internet telephony architecture to deal with telephony service in IP networks [42].

Internet telephony could take a number of advantages over traditional circuit-switched telephony. First, Internet telephony could reduce much of the communication cost especially for international organizations. Second, IP telephony can use compression technique (codec) to reduce the bandwidth consumption such as G.723 or G.729A. Third, Internet telephony could provide value-added service for customers e.g. integrating Web, e-mail. Fourth, new IP based PBXs are cheaper than traditional PBXs and can consolidate the labor forces of telephone system and information management for enterprise users. Table 1-1 compares the traditional PBX and IP based PBX. 

Old World PBX
New World IP Telephony

System software
(based on 1500 phones)
US$10,00
US$100

License Fees per Seat
US$100
US$80

Architecture
Flat
Hierarchical

Inter-switch Connectivity
64Kbps, E1/T1,
E3/T3(Cooper)
Fast Ethernet, 
Gigabit Ethernet  

Encoding
64 Kbps(G.711)

No Compression
64 Kbps (G.711)
LAN-No Compression
5.3 Kbps, 6.3 Kbps 
(G.723.1) and 8 Kbps (G.729) 
WAN Compression 

Quality-of-Service
Static Bandwidth
Allocation
Dynamic Bandwidth 
Allocation:
● Queueing
Classification

Application-aware

Security
No Standard
Encryption
Encryption Firewall
Intrusion Detection

Mobility
(Moves/Adds/Changes)
Physical
Logical via DHCP

Management
Locally-Attached
Terminal Cryptic User Interface
Local and Remote (any Switched Interface) Intuitive Web Based

Table 1-1 Old World versus New World IP Telephony Feature Comparison [28]
1.2 Motivation

In order to provide the same or better service quality in the Internet than traditional circuit-switched telephone network, we must deal with a number of issues that have hampered it in the Internet. Voice service requirements could be discussed from two perspectives: (i) application requirements such as end-to-end delay, jitter, packet loss and overdue probability; (ii) user’s perspective such as reliability, availability, and supplementary services [30][31]. Telephony service providers must guarantee the quality of service they provide e.g. maximum one way delay does not exceed 150ms.

From the perspective of network service providers, they want to optimize the network performance such as minimizing the total bandwidth consumption, maximizing throughput or total revenue [4][52] subject to user and application constraints. These need good network planning and capacity management algorithms. The network planning and capacity management includes five major modules depicted in Figure 1-1.
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Figure 1-1 Network Planning and Capacity Management

Initially we design and plan to construct a network under performance and financial constraints. As the network traffic grows, we monitor the network performance and try to optimize it by using routing, admission control, and congestion control etc. in the short term. But in the long term, we have to augment the capacity of the network to accommodate new traffic requirements. There are two cases associated with capacity augmentation. One is Network Servicing module and the other is Capacity Expansion module.

· The meaning of Network Servicing is to determine the minimum amount of additional capacity needed based upon the current traffic demand and there is no timing issue involved. 

· The meaning of Capacity Expansion is to minimize the total capacity expansion cost over a time horizon based upon forecast demands and to determine both the amount and the timing for additional capacity.

The major difference between them is that Network Servicing augments the capacity of the network when it must do it and Capacity Expansion implies forecast of future network traffic demands and augments network capacity in advance. The two approaches to augment network capacity are the trade-off between economy of scale and the time-discounted cost of money.

In this thesis, we want to develop three mathematical models for IP telephony systems. The first is fitted into the Performance Optimization module in Figure 1-1. We minimize the total bandwidth consumption under users’ QoS requirements, the network topology and the network capacity. The second model is fitted into the Network Planning and Network Servicing modules in Figure 1-1. The Network Servicing is a special case of Network Planning module when we had initial network capacity. We call this as Network Planning and Servicing model. In this model, we minimize the total capacity augmentation cost to serve all of the current user groups’ requirements under QoS constraints. The third model is to deal the same problem as first model. We use another end-to-end delay objective allocation scheme to deal with the problem.

1.3 Proposed Approach

We model the two IP telephony network design problems as nonlinear nonconvex combinatorial integer mathematical programming problems. This research work is extended from [52]. Yen [52] have solved the fundamental problem for the broadband Internet to provide QoS guarantees. The two problems that we want to solve due to their natures are very difficult to solve. However, these two problems have great practice value for the network service providers. This first problem is a constrained multicast QoS routing and is proved to be a NP complete problem [33]. The latter is the same as the former besides the link capacity is not a given parameter. We want to minimize the total link capacity augmented cost when we design a new IP telephony network or when the original network could not serve all of the traffic demands. It is also known as a complicated problem. We will apply the Lagrangean relaxation method and the subgradient method to solve these problems [1].

1.4 Thesis Outline
The remainder of the thesis is organized as follows. We will review the IP telephony architecture and issues related to our problems in Chapter 2. In Chapters 3, 4 and 5 , we propose three mathematical models for design and planning of IP telephony systems. In Chapter 3, we consider the first problem that is performance optimization of the IP telephony system. We minimize total bandwidth consumption under end-to-end QoS guarantees. The mathematical formulation and solution approach for this problem is discussed. In Chapter 4, we discuss the Network Planning and Servicing problem of the IP telephony system. We minimize the total capacity augmented cost in order to serve all of the user groups under QoS constraints. Normal approximation is the end-to-end delay objective allocation scheme in Chapters 3 and 4. Although normal approximation can not guarantee QoS, it could provide close estimate on QoS. In Chapter 5, we propose a model based on complete decomposition, which could guarantee QoS for those who require stringent QoS. The Chapter 6 summarizes the thesis and gives our conclusion.

Chapter 2 IP Telephony Architecture and Network Design Issues

2.1 IP Telephony Architecture 

It is generally accepted that Internet telephony and traditional circuit-switched telephony will coexist for quite some time. The IP telephony architecture must deal with interworking between IP networks and PSTN, so we need gateways between the two worlds. There are four possible models of IP telephony [31]. They are PC-to-PC, Gateway-to-Gateway, PC-to-Gateway, and Gateway-to-PC models. The architecture of IP telephony is shown in Figure 2-1. The first model of IP telephony is PC-to-PC architecture, which based on the assumption that two or more users have access to multimedia computers that are connected to the Internet. All sampling compression and packetization of the voice signal occurs in codec hardware and software on the sender’s PC, while playout of the received signal occurs on the receiver’s PC. The user places a call by specifying the IP address or email address of the recipient.

In contrast to the PC-to-PC architecture, there is another architecture called Gateway-to-Gateway in Figure 2-1. We can use a standard telephone to place and receive a phone call over IP networks. A home or office user calls an IP telephony gateway located near a central office switch or local hub. Based on the caller’s ID, the user is recognized (for authentication and billing purposes) and asked to enter the 
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Figure 2-1 IP Telephony Architecture

phone number of the intended recipient. The sender’s gateway then looks up and initiates an session to the IP address of an gateway that is close to the recipient. Then the recipient’s gateway places a call to the recipient’s phone, and then the end-to-end communication can proceed, with voice sent in IP packets between the two gateways. Encoding and packetization occur in the sender’s gateway, while decoding and reassembling occur in the recipient’s gateway. In each user’s local loop, the signal is analog. The central office or hub may digitize the voice before passing it to the gateway. There is an optional server called gatekeeper [46] or gate controller [24], which serves as the authentication, admission control and billing functions in the IP telephony architecture. The appearance of the gatekeeper eases the network administration of IP telephony systems. Because the role the gatekeeper plays is so important, it becomes the standard component in recent IP telephony architectures.

The other two possible models are hybrid schemes for the IP telephony system in Figure 2-1. One is PC user who places a phone to a standard phone user (PC-to-Gateway), and the other is a standard phone user calls to a PC user (Gateway-to-PC). In such a situation, it is much the same as Gateway-to-Gateway model but there must be a mapping or translation service between IP addresses and phone numbers. E.164 is a good choice for this mapping.

Internet telephony requires a range of protocols, ranging from those needed for transporting real-time data across to the network e.g. Real-time Transport protocol (RTP) [44], to Quality-of-Service aware routing (QoS routing), signaling protocol, resource reservation, internetworking between IP networks and PSTN, QoS-aware network management and billing protocols. ITU-T defined H.323 [46] to provide multimedia communication in packet networks. IETF proposed its own architecture for IP telephony [42]. They both use RTP to transport voice and video data.

In the following sections, we will review the issues of signaling protocol, codecs, QoS routing, routing with capacity expansion and the QoS metrics of Internet telephony.

2.2 Signaling and Resource Reservation Protocols

Real-time service requires the availability of resources in the network to meet its service requirement. This necessitates the use of signaling mechanisms for hosts to define their traffic characteristics and service requirements to the network. In addition, Internet telephony requires a means for prospective communication partners to find each other and to signal to the other party their desire to communicate. The need for signaling functionality distinguishes Internet telephony from other Internet multimedia services such as video-on-demand services.

There are a number of signaling protocols, which could be used to provide Internet telephony services. ITU-T defines H.323 [46] for multimedia sessions and H.225.0 specifies the messages for signaling, registration, and admission control etc. IETF proposed an IP telephony architecture [42] where SIP (Session Initiation Protocol) [25] is the signaling protocol in this architecture. In [43], Schulzrinne and Rosenberg found that H.323 suffered from a number of serious drawbacks, which are high complexity, poor scalability and extensibility. The differences between H.323 and SIP are discussed in [42][43]. In order to provide QoS in the Internet, the signaling protocol must integrate with the resource reservation protocol such as RSVP to reserve bandwidth and buffers to satisfy stringent delay requirements. Goyal et al. proposed a Distributed Open Signaling Architecture (DOSA) to incorporate explicit coordination between signaling and resource management protocols [24].

In gateway environments, a service interworking architecture between different signaling stacks needs to be defined for end-to-end interoperability. A working group, called the PSTN/Internet interworking (PINT) group, was created at the IETF in 1997 with the objective of opening up the IN (intelligent network) to user requests issued from IP networks [16].

2.3 Codec

Internet telephony service must operate in a bandwidth-, delay-, loss-, and cost-constrained environment. The codec play an important role to overcome these constraints. Recently three ITU voice codecs, G.723.1, G.729 and G.729A, have been designed to work well in the presence of these constraints [14].

Codec
G.723.1
G.729
G.729A

Bit rate
5.3/6.4 kb/s
8 kb/s
8 kb/s

Frame size
30 ms
10 ms
10 ms

Processing delay
30 ms
10 ms
10 ms

Lookahead delay
7.5 ms
5 ms
5 ms

Frame length
20/24 bytes
10 bytes
10 bytes

DSP MIPS
16
20
10.5

RAM
2200
3000
2000

Table 2-1 Codec Bit Rates, Delays, and Complexity [14]

Table 2-1 lists the characteristics of the codecs. Bit rate is the output bit rate of the encoder when the input is standard 64 kb/s pulse code modulated (PCM) voice. Frame size is referred to the length of the voice signal compressed into each packet. Processing delay is the delay required to run the encoding algorithm for one single frame. The lookahead delay is referred to the amount of the next frame that the coder uses to encode the current frame in order to take advantage of correlation. The effective one-way latency of the encoder is the sum of the frame size, lookahead, and processing delay. Typical decode delay is on the order of half the encode delay. Frame length is the number of bytes in an encoded frame (excluding headers). From Table 2-1, we can find that while G.723.1 provides the lowest bit rate, it also suffers from the largest latency. G.729 trades off a slightly higher bit rate and more complexity for a significant decrease in delay. G.729A provides the same performance as G.729, but with about half the complexity. In this thesis, we choose G.729A as our codec standard in computational experiments.
2.4 QoS Routing

The timely delivery of high-quality multimedia applications has brought new challenges for the future integrated-service high speed network. One of the key issues is QoS routing [32]. Quality-of-service (QoS) is to capture the qualitatively or quantitatively defined performance contract between the service provider and the user applications. QoS routing is to find a feasible path or tree that has sufficient residual resources to satisfy the QoS constraints from source to destination(s). While finding the route, not only all of the required QoS constraints must be satisfied, but also it is important to allocate the resources effectively. QoS routing, signaling protocols, and resource reservation protocols discussed in previous section are closed related components in network planning and capacity management.

There are two major classes of QoS routing, which are unicast QoS routing and multicast QoS routing. The unicast QoS routing is a special case of multicast QoS routing when there is only one destination. Multicast QoS routing has been proved to be NP-complete [29]. There are some well-known multicast routing problems. The Steiner tree problem is to find the least-cost tree, which covering all the destinations with the minimum link cost. The constrained Steiner tree problem is to find the least-cost tree with bounded delay. Both Steiner tree and constrained Steiner tree problems are NP-complete [41]. There are a lot of heuristic algorithms developed to get near optimal solutions for these problems. Kompella et al. [29] proposed two heuristic algorithms for multimedia multicast routing, assuming that the delay in every network link is an integer. Zhu et al. [51] considered a more general network model in which the delay in every network link can be real number and different destinations can have different delay requirements. Alrabiah and Znati [2] proposed a low-cost, bounded-delay multicast QoS routing algorithm. The three algorithms they presented are cycle-free delay-bounded multicast heuristics. A much deeper study of QoS routing in rate-based scheduling networks was done recently by Orda [37]. A recent survey of Multicast QoS routing is in [11].

2.5 Routing and Capacity Expansion

The network designer often faces a critical problem, which is whenever a network capacity is to be expanded: how to simultaneously select the link capacities and the routes to be used by the communicating nodes in the network. This problem was so-called “Capacity and Flow Assignment” problem (CFA) [21]. Shulman and Vachani [45] consider the capacity expansion in the outside plant (local access network) of the telecommunication network. Because the routing is simple and fixed in telecommunication network, it is not as complex as packet switching network e.g. Internet. In addition, the network designer must guarantee the QoS on each route in order to provide real-time multimedia services. To jointly considering the routing and capacity expansion makes this problem become a complicated one. For local access network, due to the problem structure it is not as complex as backbone network. With constant error guarantees [3], it is easier to solve. Gavish and Neuman [21] considered the problem to minimize the link capacity and queueing cost under capacity constraint in backbone network. Lin [34] considered the link set expansion subject to ISSI routing protocol in SMDS network. Rayes and Min [39] considered the capacity expansion problem using least busy alternate route with shadow price but the scalability of their algorithm is not good. Jointly considering the QoS routing and capacity expansion is an important problem for network design and has much practice value. Nobody considered the problem under QoS constraints for the IP telephony system before. We will consider it as the second model in this thesis.
2.6 QoS for IP Telephony

Providing QoS is the key success factor for IP telephony to replace traditional circuit-switched telephony service. The QoS metrics for voice over IP include voice delay, delay jitter (rate variation), loss and overdue probability. Recommendation G.114 of the ITU-T provides guidelines on the tolerable delay for a normal telephony conversation. The maximum one way delay acceptable for most user applications is 150ms. The delay of voice includes several types of elements [15][47]. Below are these components. 

· Packetization delay (codec delay): The time to fill an IP packet. It only occurs once at the source as we discussed in section 2.3. 

· Transmission delay: This is the time for an IP telephony packet to reach the destination including queuing delay at each router the packet traverses.

· Jitter compensation delay: It is also called buffer delay that is the time the voice packet is stored in the buffer before it is replayed.

· Propagation delay: The pure propagation delay is 3.33 us/km. In the local and regional, propagation delay is small and in the long distance it is much larger than the local case. 

For IP telephony service, the traffic rate is constant bit rate as discussed in section 2.3 so the packetization delay equals the payload size divided by the source information rate. In this thesis, because codec delay is fixed in voice delay, we don’t take them into consideration. The buffer delay does not do anything with the voice delay, it only reduce the delay jitter. We consider the transmission delay and delay variance in the Internet to guarantee the overdue probability of user requirements. For gateway models, the delay generated in the local PSTN is almost fixed, so we do not consider it, too.

In [15], Difu Su et al. design experiments to investigate the QoS metrics of IP telephony. Their results show that for IP telephony the mean delay is almost fixed and delay variance is small, and the maximum delay variance is positive correlation to time threshold when traffic load is not heavy. The standard deviation of their result is about 4.5ms for 200 ms time threshold.

Chapter 3 Performance Optimization Model

The IP telephony system is modeled as a graph, where the hosts, IP telephony gateways, and switches are represented by nodes and communication link sets are represented by links. Let N = {1, 2,…, n} be the set of nodes and L be the set of links in the graph (network). Let G be the set of all user groups. An user group g is a voice communication session requesting for transmission in the network. An user group g may be an unicast from the source to a destination or a multicast from the source to multiple destinations. For each user group g, the traffic is transmitted exactly over one tree. Dg represents the set of destinations of user group g. 
[image: image444.wmf]is the required bandwidth of the voice transmission for each user group g. Table 3-1 is a verbal description of the IP telephony system design problem we considered.

 Given :

· Network topology

· Capacities of network links

· Equivalent bandwidth of each multicast/unicast group

· Time threshold and tolerable overdue probability for each multicast/unicast group

To determine :

· The minimum overall bandwidth consumption

· Routing tree for each multicast/unicast group

· Overdue probability of each multicast/unicast group

Objective :

 To minimize the total bandwidth consumption

Subject to :

· End-to-end QoS (overdue probability) constraint

· Tree constraint

· Multi-commodity flow constraint

· Capacity constraint

· Integrality constraint

· Hop constraint

Table 3-1 IP Telephony System Performance Optimization Problem Description

3.1 Notation

Tables 3-2 and 3-3 are the notations we use in this thesis.

Notation
Description
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The set of network nodes
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The set of user group g
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The set of network link l
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The set of incoming links to network node j
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The set of source nodes for all user groups 
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The source node of user group g
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The set of outgoing links of the source node of user group g
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The set of destinations of user group g
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Indication function, 1 if path p uses link l, and 0 otherwise
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Capacity of link l
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Time threshold for destination d of user group g


[image: image13.wmf]gd

K


End-to-end overdue requirement for destination d of user group g
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The max number of hops for destination d of user group g
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The set of paths destination d of multicast group g may use
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The set of possible allocation bandwidth types for link l
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The upper bound of possible allocation bandwidth types for link l
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The lower bound of possible allocation bandwidth types for link l
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Equivalent bandwidth for user group g
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An upper bound of 
[image: image24.wmf]gd

A




[image: image25.wmf]u

B


An upper bound of 
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Mean delay measured on link l for user group g given bandwidth reserved bgl and mean rate
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Delay variance measured on link l for user group g given bandwidth reserved bgl and mean rate
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Table 3-2 Given Parameters of Performance Optimization Model
Notation
Description
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Bandwidth allocated to user group g on link l
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The overdue probability for destination d of user group g
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End-to-end aggregate delay of user group g destined for destination d
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End-to-end delay variance of user group g destined for destination d
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1 if path p is selected for user group g destined for destination d, and 0 otherwise
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1 if link l is selected for user group g, and 0 otherwise
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1 if link l is selected for user group g destined for destination d, and 0 otherwise

Table 3-3 Decision Variables of Performance Optimization Model
3.2 Problem Formulation
Objective function:
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The objective function is to minimize the total bandwidth consumption in the network. Constraint (1) ensures that if l is not used by group g then the path
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P

p

Î

can not use link l. Constraint (7) is referred to as the tree constraint. By using Constraints (7) and (8) we can avoid the inefficiency of pre-stored candidate tree method in [52]. Constraints (1), (7) and (8) ensure that the union of the selected path(s) for the destinations of user group g forms a tree. Constraint (2) is referred as the capacity constraint, which ensures the aggregate bandwidth reserved on link l does not exceed the link capacity Cl. Constraints (3), (4) and (5) are the QoS constraints, which require the end-to-end QoS requirement for each source-destination pair of user group g to be satisfied. Constraint (3) denotes the aggregate delay on the path p for destination d of user group g. Constraint (4) denotes the jitter constraint. The Constraints (3) and (4) are based on the assumption that the delay and variance generated on each link in the network are mutually independent. The end-to-end delay and delay variance could be calculated by summing up the delay and delay variance of each link on the path p. Constraint (5) denotes the packet overdue constraint and the function 
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, which is an end-to-end percentile-type delay objectives. We use normal approximation [35] to model the end-to-end delay distribution. Then we could compute the overdue probability for destination d of user group g using the normal distribution approximate function by given the end-to-end delay, end-to end-delay variance and a predetermined time threshold. Constraint (5) ensures that the end-to-end overdue probability to be satisfied for each destination d of user group g. Table 3-4 is the algorithm to calculate overdue probability.

Algorithm: Cal_Overdue_Probability

Set the mean delay and standard to the values calculating from Constraint (3) and (4) to tmgd, tsgd respectively for each destination d of user group g. And the time threshold for each destination d of user group g is trgd. Then determine the overdue probability ogd by the following normal approximation equation where three intermediate steps to calculate Zgd, tgd and Fgd.

1. Compute Zgd := (trgd – tmgd)/tsgd ≥ 0 then use it in the subsequent equation as is. However if Zgd < 0 then drop the negative sign.

2. Compute tgd := 1/(1+0.2316419* Zgd). Note that Zgd here and next step are always nonnegative.
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3. Compute Fgd := 0.3989423/ez*z/2
Finally compute overdue probability (if Zgd ≥ 0):
ogd := Fgd*(0.319382*tgd - 0.356564*tgd2 + 1.781478* tgd3 – 
    1.821256* tgd4 + 1.330274* tgd5).
else if Zgd < 0, however, the overdue probability is 1 – ogd.

Table 3-4 Algorithm Cal_Overdue_Probability

Constraint (6) denotes the hop constraint, which requires the total number of hops each path traverses does not exceed the pre-defined threshold. Constraint (9) relates the routing decision variables x’s to the auxiliary variables f’s. The introduction of the auxiliary variables f’s may facilitate the decomposition in the Lagrangean relaxation problem to be discussed later. Constraint (10) is the integrality constraint for each fgld. Constraints (11) and (12) require that exactly one path is selected for each destination d of user group g. Constraint (13) requires that bandwidth reversed for user group g be allowable. Constraint (14) requires that when link l is used for user group g then the bandwidth reserved for user group g is not exceed the upper bound of allocated bandwidth. Constraint (15) forces the ygl to be 0 when the link l is not used for transmitting the traffic of user group g. Constraint (15) helps us to prune the non-used tree branches. Constraint (16) to Constraint (23) are the redundant constraints. These redundant constraints help us get a tighter lower bound (dual problem solution). Constraint (16) is the theoretical lower bound of Agd. Constraint (17) is the theoretical lower bound of Bgd. Constraint (18) denotes the upper bound of Agd. Constraint (19) limits the upper bound of Bgd. Constraint (20) requires at least one outgoing link is selected for the source of user group g. Constraint (21) requires that no link incoming to the source of user group g is used for transmitting traffic for user group g. Constraint (22) requires that we must select at least GH(g) links for user group g. Constraint (23) does the same job of Constraint (22). Constraint (23) requires that we must select at least GH(g) number of bgl for user group g. Table 3-5 on next page is the algorithm to compute the GH(g).

Algorithm: Calculate the GH(g)

Step 1: Calculate the minimum hops between each node pair in the network and store them in the two-dimension array hop[][];

Step 2: If the user group g has only 1 destination, go to step 3. Otherwise for each pair of destinations of user group g, calculate the gh by the following algorithm:

   s：denotes the source node of user group g

   i：denotes the destination which is close to source

   j：denotes the other destination

    for(int k:=hop[s][i];k>=0;k--)

      if((hop[s][i]+hop[s][j]+large-2*s)>=hop[i][j])
        gh := hop[s][i]+hop[s][j]-s; break;

Step 3: fh is assigned as the max number of hop[s][d], s denotes source node and 
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Step 4: dd[i] stores the number of how many destinations are i hops away from source; set md := max(dd[i], i:=1 to the number of nodes);

Step 5: if md > 2 

      then gh:=gh+md-2 and fh:=fh+md-2;

Step 6: Let gn denotes the number of destinations of user group g
      GH(g) := MAX(gh, fh, gn);        

Table 3-5 Algorithm Cal_GH(g)

3.3 Solution Procedure

3.3.1 Lagrangean Relaxation

The basic approach to the development of the solution procedure to Formulation (IP1) is Lagrangean relaxation. Lagrangean relaxation is a method for obtaining lower bounds (for minimization problems) as well as good primal solutions in integer programming problems. Lagrangean relaxation is a powerful mathematical technique designed for large-scale linear programming problems in the 1970s [13][23].
Lagrangean relaxation has been applied to obtain excellent heuristic solutions and tight lower bounds for the traveling salesman problem [26], the concentrator location problem [36], a topological design problem in centralized computer networks [20], and many famous NP-complete problems [17][18]. Many network routing-related problems use Lagrangean relaxation to solve [21][33][34][52]. 

The main steps of Lagrangean relaxation method are as following: relax complicating constraints, multiple the constraints relaxed with corresponded Lagrangean multipliers, and add them to the primal objective function. Decompose the problem into several independent subproblems that could be optimally solved. Then solve them optimally and get Lagrangean dual problem solution.

For Formulation (IP1), we dualize Constraints (1), (2), (3), (4), (5), (9), (14) and (15) to obtain the following Lagrangean relaxation problem (LR1):
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where u, v, a, w, α, β, γ and m are the vectors of {ugld}, {vl}, {agd}, {wgd}, {αgd}, {βgld}, {γgl}, and {mgl}, respectively. Note that the constraints are dualized in such a way that the corresponding multipliers are nonnegative.

(LR1) can be further decomposed into four independent subproblems. Note that the constant terms, e.g. vlCl, were omitted in the objective function in the subproblems.

Subproblem 1: (related to decision variable xgpd) 
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Subproblem 1 is composed of |G|*|Dg| shortest path problems, one for each destination d of user group g where (ugld + βgld) is the arc weight of link l. Because of the hop constraint, we use Bellman-Ford shortest path algorithm [6][19] to solve the hop-constrained shortest path problem.

Subproblem 2: (related to decision variable ygl )
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Subproblem 2 can be further decomposed into |G||N| independent subproblems, one for each user group g and node j. But due to the Constraints (20) and (22), they destroy the independence of these subproblems, so we adopt a two-phase approach to solve this subproblem. In the first phase we solve the problem for each group g and node j.
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   subject to : (7), (8) and (21)

Then in second phase we find out whether the union of ygl for each user group g violates Constraints (20) and (22). First, we must find the optimal solution for these nodes which are coupled due to Constraint (20). Let source node of user group g and those nodes, to which source has a link incoming form a graph for each group g which violates Constraint (20). Let yi be the value of these nodes’ optimal value found in first step for each group g, and xi is the link cost
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from source to node i. Find the minimum (xi-yi) for each user group whose result violates Constraint (20). Then add the minimum value found to the optimal solution found in previous step and got the optimal solution. The redundant Constraint (22) requires that we have to select at least GH(g) links for user group g. When the solution does not violate Constraint (20), we check whether the solution satisfies Constraint (22). If the solution does not satisfy, we have select more links to make the solution satisfy. The procedure is that we store the result at each link when ygl is set as 1. Then we find the minimum one each iteration, set its ygl to 1. The algorithm for Subproblem 2 is on Table 3-6.

Algorithm for Subproblem 2:

Step 1. Decompose SP2 into |G|*|N| independent problems s.t. (7), (8), (21) and solve it using exhaustively search. Find the minimum value when we select one incoming link (ygl set to 1) for each node of user group g. Store them into the array A.

Step 2. Check if there any group whose result found in Step 1 violates Constraint (20). If there is any group g who violates it, go to Step 3 otherwise go to Step 4.

Step 3. For each user group g, which violates Constraint (20). 

We must select one link for source node. Find the node pair that makes the objective value minimum when the link outgoing from source node is selected.

Step 4. For each user group g, which violates Constraint (22). We use the array A to determine the minimum value for each node, which has not been selected in each iteration until the sum of ygl equal to GH(g).

Table 3-6 Algorithm for Subproblem 2

Subproblem 3: (related to decision variable fgld and bgl)
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We can decompose Subproblem 3 into |L|*|G| independent subproblems, one for each user group g and link l. For each g and l, 
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   subject to : (10), (13) and (23).

To solve these subproblems, we can take advantage of the fact that the set of candidate bandwidth allocated to user group g for each link is generally of small cardinality. We may fix fgld to 1 and 0 then exhaustively search the 
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 set to solve them. If we do not select enough number of links, we has to make the number of bgl equal to GH(g) of. The procedure is like step 4 on Table 3-6. The major difference is that we have several types of allowable allocated bandwidth, so the choice of bgl could be different for each link l of user group g. We store all the possible objective values in a two-dimension array and exhaustively search it to find the minimum objective value.

Subproblem 4: (related to decision variable Agd, Bgd, and O)
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Due to the coupling effect of Agd, Bgd, and Tgd, we choose an approximate method to solve this subproblem. 

The upper bound of Agd i.e. Au is calculated from the rationale that the normal distribution is symmetric about the mean and the overdue probability requirement, Kgd, for each destination d and user group g is lower than 0.5 (Usually it is 0.05). We can choose Tgd to be the upper bound of Agd because there must be 50% packets overdue when the Agd equals to Tgd no matter what the Bgd is.

The upper bound of Bgd i.e. Bu is computed from the rationale that the minimum delay between two nodes in the network is 0. For the best situation, the overdue probability is based a normal distribution has a mean equaling to 0. We can compute the max Bgd, which still can guarantee not to exceed the Kgd that is Bu.

[image: image430.wmf]
Figure 3-1 O(Agd, Bgd, Tgd)
As long as we have Au and Bu, we can get a square as in Figure 3-1. Then we equally divide the range (0, Au) into 100 piece (the number will affect the complexity) and so does the range (0, Bu). It could be a better approach where we unequally divide the two ranges. Because when the Agd and Bgd approach 0, the increment cause little change in the objective value, and on the other hand when they approach the upper bounds, although they increase the same value, they could cause much change in the objective value. The solution procedure to solve Subproblem 4 is that for each Agd and Bgd in the range, we can exhaustively search them to find the minimum objective value.

3.3.2 The Dual Problem and Subgradient Method

According to the weak Lagrangean duality theorem, for any (u, v, a, w, α, β, γ, m) ≥ 0, the optimal objective function value of (LR1), ZD1(u, v, a, w, α, β, γ, m) is a lower bound on ZIP1. To find the maximum of ZLR1(u, v, a, w, α, β, γ, m), we solve the dual problem (D1). We would like to determine the greatest lower bound by 
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There are several methods for solving (D1). One of the most popular methods is the subgradient method. Let a (|G|(2*|L|(|Dg|+1)+3|Dg|)+|L|) vector s be a subgradient of ZD1(u, v, a, w, α, β, γ, m). In iteration k of the subgradient optimization procedure, the multiplier vector, bk = (uk, ak, ak, wk, αk, βk, γk, mk) is updated by 

               
[image: image158.wmf]k

k

k

k

s

t

b

b

+

=

+

1


The step size tk is determined by
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3.4 Getting Primal Feasible Solution

After optimally solving each subproblem of (LR1), we can use the information generated in the solution procedure to get primal feasible solution for (IP1). (LR1) provides us a lot of useful information to solve (IP1) to get good primal feasible solution. One is the routing assignment for each destination of user group g in Subproblem 1. But the union of the routing assignment of each destination d of user group g is not necessary to form a multicast tree. We have the difficulty to make these routing assignments to become a tree. In order to construct the multicast routing tree for each user group g efficiently, we use the multipliers in the solution procedure to find the routing tree. We sum up the multipliers (u, β and v) as the weight of each link. Then run the Bellman-Ford shortest path algorithm to construct the multicast tree. 

The routing assignments found above could be infeasible to (IP1). The solution (routing assignments) may violate capacity constraint or end-to-end QoS constraint. We need adjustment procedures to improve the routing assignments to be feasible. Besides, the solution can be improved by rerouting. We develop three adjustment procedures to improve the solution.

AP1: This adjustment procedure is for capacity constraint violation. When link l’s capacity constraint is violated, we increase the link weight to 150% and run the Bellman-Ford algorithm again.

AP2: When there is no capacity constraint violation and there is any O-D pair’s end-to-end QoS (overdue probability) constraint violation, we need to reassign the bandwidth to make the QoS constraint feasible. For each node i in the group’s multicast tree, we compute the NodeCount[i] which means how many O-D pairs that violates QoS constraint use this link to transmit traffic. We choose the largest NodeCount[i] in the network to increase the bandwidth assigned to the user group.

AP3: Because we run Bellman-Ford shortest path algorithm to construct the multicast tree, the situation depicted in Figure 3-2 may happen. We can reroute destination 9’s parent to destination 18. If the rerouting does not violate any constraint e.g. capacity constraint, we could reduce the total bandwidth consumption of this user group and still satisfy the QoS constraint.
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Figure 3-2 An Example for Rerouting

3.5 Computational Experiments

In the computational experiments, we test the proposed algorithm for efficiency and effectiveness. The IP telephony performance optimization algorithm is coded in Java 2 language and run on an IBM compatible PC whose CPU is Pentium III 700Mhz and RAM is 512 MB. The algorithm is tested on five networks: GTE (12 nodes with 50 directed links), OCT (26 nodes, 60 directed links), PSS (14 nodes, 42 directed links), SITA (10 nodes, 56 directed links), and SWIFT (15 nodes, 40 directed links) under different traffic loads. The topologies of the five networks are shown in Figures 3-3, 3-4, 3-5, 3-6 and 3-7, respectively. The traffic rate of each user group as discussed in section 2.3 is constant bit rate 8 kb (G.729A).

There are several parameters to be varied. They are link capacities, the number of user groups and the number of destinations of each user group. We assume the link capacities in the network are homogeneous i.e. the same value for each link. The user groups and the number of destinations of each user group are obtained using random value generator provided by Java 2 language. Internet telephony service is interactive that means n-way communications. The network to be optimized is composed by directed links. For each user group g, we need to generate additional |Dg| user groups so that the n-way communication could proceed. 

The time threshold is 125ms for one way. The overdue probability requirement for the round-trip is normally 0.05. How to efficiently allocate the end-to-end delay objective is important. Simply allocate half of the required overdue probability on one way is not a good scheme. In [35], Lin developed seven schemes to allocate the end-to-end percentile delay objectives. In the computational experiments, the one way overdue requirement is calculated by 
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 about 0.02532. The delay performance model in the computational experiments is M/D/1.
Figure 3-3 GTE Network [image: image432.png]#Buser group





Figure 3-4 OCT Network [image: image433.wmf]
[image: image434.wmf]Figure 3-5 PSS Network

Figure 3-6 SITA Network [image: image435.wmf]
Figure 3-7 SWIFT Network [image: image436.wmf]
Our model could serve any kind of delay performance model as long as providing the mean delay and delay variance on each link. Choosing M/D/1 is just for demonstration purpose. The mean delay and the delay variance of M/D/1 model are below [35]:
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: the mean packet service time                

The mean traffic rate for G.729A is 100 packets/s (1s/10ms=100) and the mean packet service time is the function of reserved bandwidth. The utilization is the production of the mean traffic rate and the mean packet service time. The maximum iteration we run the algorithm is set to 200 by default. The step size control parameter 
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 is initially set to 2 and halved whenever the objective function value does not improve in 20 iterations. The initial objective value (Zip) is set to the sum of link capacity in the network, but if we could set it to a tight upper bound, we could speed up the convergence rate of lower bound. 

The first column represents the tested network. The second column is the capacity for each link in the tested network. The third column specifies the utilization of the tested network. The fourth column is the number of user groups. The fifth column is the upper limit of the number of destinations for each user group. The sixth column shows the best objective value calculated by our proposed algorithm. The seventh column gives the tightest lower bound found in the (D1). The eighth column provides the percentage difference between 
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Util.
# of user group
Upper limit of |Dg|
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CPU time (sec)

GTE 
512
0.1063
100
1
2720
2720
0
132.39

GTE
512
0.1463
101
2
3744
3744
0
210.07

GTE
512
0.1613
89
3
4128
3824
7.95
250.38

GTE
512
0.1331
45
6
3408
3120
9.13
226.17

OCT
512
0.0833
40
1
2560
2560
0
137.70

OCT
512
0.1224
47
2
3760
3760
0
107.15

OCT
512
0.1466
39
3
4496
4096
9.77
131.10

OCT
512
0.1401
32
4
4304
3712
15.95
141.44

PSS
512
0.1131
60
1
2432
2432
0
 84.18

PSS
512
0.1429
63
2
3072
3024
1.59
132.75

PSS
512
0.1749
62
3
3760
3440
9.3
187.90

PSS
512
0.1376
33
6
2960
2528
17.09
152.70

SITA
512
0.0804
100
1
2304
2304
0
139.97

SITA
512
0.0898
87
2
2576
2576
0
184.44

SITA
512
0.1038
76
3
2976
2896
2.76
219.00

SITA
512
0.1574
58
6
4512
4352
3.68
319.73

SWIFT
512
0.1203
70
1
2464
2464
0
 97.75

SWIFT
512
0.125
51
2
2560
2512
1.91
11021

SWIFT
512
0.1492
59
3
3056
2896
5.25
160.24

SWIFT
512
0.1227
37
5
2544
2320
9.66
143.27

Table 3-7 Light Traffic Loads for Tested Networks

Networks
Link

Capacity
Util.
# of user group
Upper limit of |Dg|
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CPU time (sec)

GTE 
512
0.2331
92
5
5967
5376
11.01
412.23

GTE
512
0.2675
107
5
6848
5968
14.75
456.95

GTE
512
0.2987
95
6
7600
6944
9.45
484.93

GTE
512
0.2613
107
4
6688
5792
15.47
380.43

OCT
512
0.2333
100
1
7168
7168
0
361.24

OCT
512
0.30208
99
2
9280
8960
3.57
217.65

OCT
512
0.2365
47
6
7264
5648
28.61
251.41

OCT
512
0.2495
57
5
7664
6576
16.55
229.52

PSS
512
0.2619
74
5
5632
5008
12.46
277.44

PSS
512
0.2820
68
6
6064
5440
11.47
383.74

PSS
512
0.2969
102
4
6384
5872
8.72
373.87

PSS
512
0.2388
47
9
5134
4560
12.63
347.23

SITA
512
0.2316
117
5
6624
6464
2.48
542.91

SITA
512
0.2400
105
6
6880
6608
4.12
477.07

SITA
512
0.2439
119
5
6992
6768
3.31
484.65

SITA
512
0.2667
143
4
7648
7200
6.2
567.79

SWIFT
512
0.2664
66
5
5456
4640
17.59
284.67

SWIFT
512
0.3000
67
6
6144
4992
23.08
331.71

SWIFT
512
0.2734
58
7
5600
4672
19.86
298.46

SWIFT
512
0.2703
92
3
5536
5200
6.46
251.20

Table 3-8 Moderate Traffic Loads for Tested Networks
Networks
Link

Capacity
Util.
# of user group
Upper limit of |Dg|
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CPU
time (sec)

GTE 
512
0.3925
107
8
10048
9232
8.84
732.89

GTE
512
0.4213
400
1
10784
10784
0
661.64

GTE
512
0.4613
97
11
11808
10960
7.74
888.46

GTE
512
0.44.625
229
3
11424
10464
9.71
632.90

OCT
512
0.5323
240
1
16352
16352
0
380.44

OCT
512
0.3870
72
9
11888
8864
34.12
378.73

OCT
512
0.4734
86
6
14544
10528
38.15
420.75

OCT
512
0.4229
137
2
12992
12608
3.05
306.03

PSS
512
0.4464
300
1
9600
9600
0
473.46

PSS
512
0.3996
177
2
8592
8384
2.48
500.87

PSS
512
0.3452
74
7
7424
6272
18.37
407.40

PSS
512
0.3958
103
5
8512
7536
12.95
445.91

SITA
512
0.3432
101
9
9840
9840
0
816.06

SITA
512
0.3962
500
1
11360
11360
0
816.18

SITA
512
0.4118
175
6
11808
11328
4.24
983.82

SITA
512
0.4386
265
4
12576
11872
5.93
858.80

SWIFT
512
0.4352
69
8
8912
7296
22.15
516.79

SWIFT
512
0.3867
64
9
7920
6416
23.44
446.95

SWIFT
512
0.4469
250
1
9152
9152
0
349.48

SWIFT
512
0.4219
178
2
8640
8320
3.84
374.50

Table 3-9 Heavy Traffic Loads for Tested Networks

Networks
Link

Capacity
Util.
# of user group
Upper limit of |Dg|
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CPU time (sec)

GTE 
1536
0.0731
100
1
5744
5744
0
146.81

GTE
1536
0.1503
82
6
11544
10224
12.91
374.17

GTE
1536
0.2341
92
9
17976
16776
7.15
641.66

GTE
1536
0.44
263
4
33792
30856
9.52
832.32

OCT
1536
0.1382
100
1
12736
12736
0
157.64

OCT
1536
0.2278
101
2
20992
20056
4.67
227.56

OCT
1536
0.3184
118
4
29344
25064
17.08
433.35

OCT
1536
0.4155
88
9
38288
27472
39.73
588.87

PSS
1536
0.1089
100
1
7027
7072
0
135.02

PSS
1536
0.1497
101
2
9656
9328
3.52
207.40

PSS
1536
0.2329
82
6
15024
13472
11.52
368.23

PSS
1536
0.30.72
77
9
19816
19280
2.78
450.32

SITA
1536
0.0502
100
1
4320
4320
0
126.57

SITA
1536
0.0746
102
2
6416
6416
0
194.11

SITA
1536
0.2731
101
6
23488
22664
3.64
470.82

SITA
1536
0.2513
98
9
21616
21184
2.04
638.67

SWIFT
1536
0.1411
100
1
8672
8672
0
118.30

SWIFT
1536
0.1512
94
2
9312
9120
2.11
151.91

SWIFT
1536
0.2698
89
6
16576
13376
23.92
355.14

SWIFT
1536
0.3475
84
9
21352
19240
10.98
484.58

Table 3-10 Different Traffic Rates for Tested Networks
The computational results are shown on Table 3-7, Table 3-8, Table 3-9, and Table 3-10. From the computational results we have the following observations:

1. When the number of destinations is small (1 to 3), our algorithm could get near optimal solution. 
2. The utilization of tested network does not affect the error difference.
3. The error difference is larger when the number of destinations increases. And the error difference decreases when the number of destinations approaches the number of nodes in the network. 
4. The CPU time is much larger when the number of destinations becomes large. The reason is the number of potential trees to cover the destinations is increasing very fast as the number of destinations increases, so the algorithm needs much more time.
5. Different traffic rates do not affect the result of our algorithm.

6. The error difference of OCT network is large when the number of destinations increases. We think this is because the efficiency of the redundant Constraint (23) is weak.

7. The redundant Constraint (23) is important to the lower bound. We found the dual solution is very sensitive to Constraint (23). If we could improve the efficiency of the redundant constraint, which means the number of links we must select close to the optimal number of links to cover the destinations. The optimal number of links could be thought as the optimal solution of the special case of Steiner tree problem when the link weight in the network is 1 for all links. We found the least cost multicast tree for each user group. If we could optimally solve the problem, we could get tighter lower bound for OCT network.
Chapter 4 Network Planning and Servicing Model

This model deal with the CFA problem discussed in section 2.5. This formulation is suitable for Network Planning and Network Servicing modules. We consider this problem when we can not admit all the user groups, so that we have to augment capacities in the network. We find out the minimum capacity augmented cost to serve all users group under QoS constraints. The two models in Chapters 3 and 4 could be thought as an integrated two-phase model as discussed in Chapter 1. The network designer iterates between the two models to optimize the network performance and minimize servicing cost. Table 4-1 is a verbal description of the problem. 

Given :

· Network topology
· Capacities of network links
· Equivalent bandwidth of each multicast/unicast group

· Time threshold and tolerable overdue probability for each multicast/unicast group

· Cost function of each link

To determine :

· The augmented capacities of links in the network

· Routing tree for each multicast/unicast group

· Overdue probability of each multicast/unicast group

Objective :

  To minimize the total link capacity augmented cost

Subject to :

· End-to-end QoS (overdue probability) constraint

· Tree constraint

· Link capacity constraint

· Multi-commodity flow constraint

· Integrality constraint

· Hop constraint

· Link type constraint

Table 4-1 IP Telephony System Capacity Expansion Problem Description

4.1 Notation

The notations we use in this chapter are the same as those in Chapter 3. There are three new notations, which are 
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Notation
Description
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The cost function of link l to increase capacity el
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The set of possible augmented bandwidth types for link l
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Bandwidth augmented on link l 

Table 4-2 New Notations

4.2 Problem Formulation
Objective function:
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The objective function is to minimize the total cost of link capacity expansion in order to serve all of the user groups. Constraints (1), and (3)-(23) are the same as discussed in Chapter 3. The left-hand side of Constraint (2) denotes the aggregate flow over link l. Constraint (2) ensures that the total flow over link l does not exceed link capacity. Constraint (24) requires link capacity added to each link be allowable.  

4.3 Solution Procedure

4.3.1 Lagrangean Relaxation

The basic approach to the development of the solution procedure to Formulation (IP2) also is Lagrangean relaxation. For Formulation (IP2), we dualize Constraints (1), (2), (3), (4), (5), (9), (14) and (15) to obtain the following Lagrangean relaxation problem (LR2):
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where u, v, a, w, α, β, γ and m are the vectors of {ugld}, {vl}, {agd}, {wgd}, {αgd}, {βgld}, {γgl}, and {mgl}, respectively. Note that the constraints are dualized in such a way that the corresponding multipliers are nonnegative.

(LR2) can be further decomposed into five independent subproblems. Note that the constant terms, e.g. vlCl, were omitted in the objective function in the subproblems.

Subproblem 1: (related to decision variable xgpd) 
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Subproblem 2: (related to decision variable ygl )
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Subproblem 3: (related to decision variable fgld and bgl)


[image: image287.wmf]å

å

å

å

å

Î

Î

Î

Î

Î

-

+

+

-

+

L

l

G

g

D

d

gld

gld

g

gl

gl

gd

g

gl

gl

gd

L

l

G

g

gl

l

gl

gl

l

g

f

b

V

w

b

M

a

b

B

m

v

)

)

,

(

)

,

(

(

)

/

(

min

b

l

l

g


subject to :


[image: image288.wmf]1

0

)

10

(

Ú

=

gld

f



[image: image289.wmf]L

l

G

g

D

d

g

Î

Î

Î

"

,

,




[image: image290.wmf]l

gl

B

b

ˆ

)

13

(

Î



[image: image291.wmf]L

l

G

g

Î

Î

"

,




[image: image292.wmf])

(

)

(

)

23

(

g

GH

b

N

L

l

gl

³

å

Î



[image: image293.wmf].

G

g

Î

"



Subproblem 4: (related to decision variable Agd, Bgd, and O)
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Subproblem 5 (related to decision variable el)
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The solution approaches for Subproblem 1 to Subproblem 4 are similar with those in Chapter 3, so we omit them. Subproblem 5 is an easy problem. We can decompose it into |L| independent problems, one for each link l. Then we exhaustively search the set Jl to find the optimal solution for each link l. 

4.3.2 The Dual Problem and Subgradient Method

According to the weak Lagrangean duality theorem, for any (u, v, a, w, α, β, γ, m) ≥ 0, the optimal objective function value of (LR2), ZD2(u, v, a, w, α, β, γ, m) is a lower bound on ZIP2. To find the maximum of ZLR2(u, v, a, w, α, β, γ, m), we solve the dual problem (D2). We would like to determine the greatest lower bound by 
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There are several methods for solving (D2). One of the most popular methods is the subgradient method. Let a (|G|(2*|L|(|Dg|+1)+3|Dg|)+|L|) vector s be a subgradient of ZD2(u, v, a, w, α, β, γ, m). In iteration k of the subgradient optimization procedure, the multiplier vector, bk = (uk, ak, ak, wk, αk, βk, γk, mk) is updated by 
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The step size tk is determined by
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4.4 Getting Primal Feasible Solution

After we optimally solve the subproblems of (LR2), we could apply the same procedure in (LR1) to get primal feasible solution. Because the link capacity is a decision variable to be determined, we do not apply AP1 to adjust the link weights. The solution procedure to get primal feasible solution is below:

Step 1: Sum up the multipliers (u, β and v) as the weight of each link. Then run the Bellman-Ford shortest path algorithm to construct the multicast tree for user group g.

Step 2: Apply AP3 to adjust the routing assignments.

Step 3: If the routing assignments violate end-to-end QoS constraint for destination(s) of user group g, run AP2 to reassign bandwidth allocated to user group g.

Step 4: Calculate the capacity expansion cost for each link and sum up them.

4.5 Computational Experiments

In the computational experiments, we test the proposed algorithm for efficiency and effectiveness. The IP telephony network planning and servicing algorithm is also coded in Java 2 language and run on the same computer as performance optimization model. The algorithm is also tested on the five networks: GTE, OCT, PSS, SITA, and SWIFT. Besides the improvement counter is set as 35 and the maximum iteration is set as 1000, the other parameters are the same as them in Chapter 3. 

The cost function plays an important role to affect the duality gaps of (IP2). The basic form of the cost function is fixed cost plus variable cost. The variable cost is a discrete function related to the expansion capacity. The cost structure in the computational experiments is fixed cost plus concave variable cost. We also test the concave, linear, and convex form of variable cost structures and discuss the impacts on the solution quality. Because of the nature of the problem, the duality gap is often large. So we develop another heuristic, which is not LR-based to compare the effectiveness of our LR-based algorithm. We call it G1 heuristic.
Algorithm: G1 Heuristic

1. For each potential link in the network, if the link capacity is zero, simply assign its weight zero. Otherwise, assign link weight as 1/capacity.
2. Determine the routing assignments:
For each user group, run the Bellman-Ford shortest path algorithm to construct the multicast tree. And adjust the link weight when the traffic over it increases.
3. Run AP2 and AP3 described in Chapter 3 to improve the solution quality.
4. Calculate the capacity expansion cost on each link and sum up them.

Table 4-3 Algorithm of G1 heuristic

Networks
Initial Link

Capacity
# of user group
Upper limit of |Dg|
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GTE
128
64
9
7251
8197
13.05
2043.88

GTE
128
99
4
3709
5119
38.02
1601.18

GTE
128
71
4
1180
1530
29.66
1220.84

OCT
128
76
4
15863
18006
13.51
1177.15

OCT
128
43
6
5564
6954
24.98
1073.59

OCT
128
39
5
2986
3420
14.53
873.64

PSS
128
97
3
7393
8536
15.46
1541.31

PSS
128
40
5
353
930
163.46
794.25

PSS
128
50
9
4845
5869
21.14
3027.16

SITA
128
52
7
456
1037
127.41
1514.74

SITA
128
56
9
702
1390
98.01
1882.54

SITA
128
113
9
19719
22060
11.87
3643.44

SWIFT
128
32
4
6994
8362
19.56
541.87

SWIFT
128
46
7
7086
8346
17.78
1405.96

SWIFT
128
62
9
16221
17864
10.13
2132.40

Table 4-4 Results for Network Servicing Module

On Table 4-4, our algorithm performs better than the G1 heuristic for network servicing model. For the test network, our proposed algorithm achieves up to 163% and average 41.24% total capacity augmented cost over G1 heuristic. We analyze the details of computational results. As the results shown in Chapter 3, our algorithm could minimize the total bandwidth consumption, so that it could reduce the total cost to augment link capacities. Our algorithm usually chooses to augment fewer links than G1 heuristic.

Networks
Initial Link

Capacity
# of user group
Upper limit of |Dg|
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GTE 
0
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1
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19.23
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GTE
0
129
2
26811
29253
9.11
1628.30

GTE
0
91
7
36018
39438
9.5
2271.30

OCT
0
100
1
31658
36259
14.53
764.41

OCT
0
66
9
66888
72448
8.31
2435.99

OCT
0
52
4
34174
37530
9.82
931.70

PSS
0
100
1
16946
18421
8.7
782.78

PSS
0
42
9
19391
21928
13.08
1130.43

PSS
0
68
4
23115
24709
6.9
1099.43

SITA
0
100
1
14606
17635
20.74
840.49

SITA
0
75
2
15170
18240
20.24
793.36

SITA
0
107
4
29896
31935
6.82
1831.77

SWIFT
0
100
1
18662
20595
10.38
792.59

SWIFT
0
90
3
26698
29312
9.8
1175.42

SWIFT 
0
39
9
17601
19203
9.1
824.16

Table 4-5 Results for Network Planning Module

Table 4-5 is the result for network planning model. From Table 4-5, our proposed algorithm still performs better than the G1 heuristic. Our algorithm achieves up to 6.9% to 20.74% (average 11.75%) improvement in the total cost over G1 heuristic. 

The structure of cost function is an important factor to affect the duality gap of (IP2). We test two cases for GTE network to show the impacts of different cost structures. The result is shown on Table 4-6. The first column represents the cost structures. L, V, and C represent linear, convex, concave form, respectively. F represents we have considered the fixed cost. The sixth column is the dual solution of (LR2). The seventh column is the error difference between lower bound and upper bound.
Type of cost function 
Initial Link

Capacity
# of user group
Upper limit of |Dg|
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L
0
112
3
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V+F
0
112
3
27660
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1491.83

V
0
112
3
23082
18623
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1329.13

C+F
0
112
3
26262
15711
67.16
1400.03

C
0
112
3
21206
15457
37.19
1373.18

Table 4-6 (a) Comparison of Different Cost Structures Case 1

Type of cost function 
Initial Link

Capacity
# of user group
Upper limit of |Dg|
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L+F
0
84
9
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34009
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2865.41

L
0
84
9
39552
33559
17.86
2900.35

V+F
0
84
9
46844
38120
22.89
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V
0
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9
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C+F
0
84
9
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28953
43.57
2934.09

C
0
84
9
37168
28439
30.69
2921.52

Table 4-6 (b) Comparison of Different Cost Structures Case 2

The other columns are the same as Table 4-4. The concave form of cost structure is the worst form for using Lagrangean relaxation. But this kind of cost structure is common in real world. When the technology is not mature, high-end technology costs much higher than low-end. The convex form of cost structure makes sense. The convex form results in smaller error difference than concave form. The result shows that the linear form of cost structure performs better than the other kinds of cost structure. The fixed cost makes the error difference become larger. 
Chapter 5 A Conservative Approach for Performance Optimization Model
The normal approximation approach could not guarantee the end-to-end overdue probability but normal approximation provides good estimation on the overdue probability for network planning and capacity management. This is why we choose it as our primary method to do network planning and capacity management. For those who require stringent QoS guarantees, we can model the IP telephony planning and capacity management problems using a conservative approach—complete decomposition. Complete decomposition could guarantee the QoS, but its disadvantage is over-conservative. 
5.1 Notation

The notations we use in this chapter are almost the same as those in Chapter 3. There are only two new notations, which are 
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Notation
Description
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Table 5-1 New Notations

5.2 Problem Formulation
Objective function:
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The major difference between (IP1) and (IP3) are QoS constraints. Constraints (3) and (4) in this chapter differ from Constraints (3), (4) and (5) in Chapter 3. In this formulation we allocate the end-to-end delay objectives by properly allocating the overdue probability and time threshold on each link l. Constraint (3) requires the sum of these time thresholds on each link for destination d of user group g would not exceed the end-to-end delay requirement. Constraint (4) guarantees the sum of overdue probability generated on each link l for destination d of user group g does not exceed the user’s requirement. Constraint (19) is the lower bound of tgl. Constraint (20) is reasonable upper bound of tgl.

5.3 Solution Procedure
For Formulation (IP3), we dualize Constraints (1), (2), (3), (4), (9), (14) and (15) to obtain the following Lagrangean relaxation problem (LR3) and decompose (LR3) into three independent subproblems:
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Subproblem 1: (related to decision variable xgpd) 
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Subproblem 2: (related to decision variable ygl )
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Subproblem 3: (related to decision variable tgl, fgld and bgl)
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We can apply the same solution procedure in Chapter 3 to solve Subproblem 1 and Subproblem 2. The solution approach to Subproblem 3 is exhaustive search. We assume tgl to be discrete variable. We search the set of {bgl, tgl} to determine fgld. The same procedure in Chapter 3 is applied to deal with Constraint (18).

5.4 Getting Primal Feasible Solution and Computational Experiments 

In getting primal feasible solution, we first determine routing assignments for each user group. The AP3 is also applied. Then we determine tgl and overdue probability on each link l of user group g based on the number of hops of routing assignments. When more than one source-destination pairs of user group g use link l to transmit traffic, the tgl is set to minimum of these calculated from equally dividing the end-to-end delay objectives. Then find out the minimum bgl to satisfy the delay objectives on each link for each destination d of user group g. The delay performance model on each link is M/M/1. The focus of the computational experiments is to compare the bandwidth consumption between normal approximation and complete decomposition. We run six cases on two networks (GTE and OCT) to compare the difference between the two approaches. Table 5-2 on the next page shows the difference. The first column represents the tested network. The second column is the capacity for each link in the tested network. The third column is the number of user groups. The fourth column is the upper limit of the number of destinations for each user group. The fifth column is the bandwidth consumption determined by normal approximation in Chapter 3. The sixth column is the bandwidth consumption for complete decomposition. The seventh column is the percentage of difference between normal approximation and complete decomposition. From the six cases, we observe that complete decomposition use more resource than normal approximation. When the number of hops of routing path is large (OCT network), the resource consumption of complete decomposition is much larger than normal approximation. Another observation is when the number of destination of user group increases, percentage of difference will become larger.

Networks
Initial Link

Capacity
# of user group
Upper limit of |Dg|
Normal Approximation
(NA)
Complete Decomposition

(CD)
Diff. (%)
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GTE
512
100
1
2656
2752
3.61

GTE
512
65
5
4816
5472
13.62

GTE
512
54
7
5120
5952
16.25

OCT
512
100
1
6272
12704
102.55

OCT
512
26
6
3488
8568
145.64

OCT
512
34
4
4272
11528
169.85

Table 5-2 Bandwidth Consumption Comparison

Chapter 6 Summary and Future Research

6.1 Summary

In this thesis, we developed three algorithms to deal with network planning and capacity management of IP telephony systems. We briefly introduce the background of IP telephony and the motivations toward IP telephony. Both ITU-T and IETF propose their own IP telephony architecture. These architectures provide fundamental basis for those who want to provide IP telephony services. We investigate these issues important to IP telephony systems. The issues include codec, signaling protocol and resource-reservation, QoS routing, routing with capacity augmentation and QoS metrics for IP telephony.

We model the two problems, which are network performance optimization and network servicing as nonlinear nonconvex combinatorial mathematical formulations. The objective of first model is to minimize the total bandwidth consumption of IP telephony systems and subject to QoS and capacity constraints. The second model is to deal with that when first model could not find the primal feasible solution, we need to augment the link capacities in the network. How to minimize the total cost is important to network planners. The objective of second model is to minimize the total link expansion cost subject to QoS constraints. The second model could be used to do network planning when there is no initial capacity for each link in the network. We solve the end-to-end delay objectives using normal approximation in Chapters 3 and 4. Although normal approximation could not guarantee QoS, it can provide a close estimation on QoS. We develop another algorithm based on complete decomposition to guarantee the QoS. We also compare the resource consumption between normal approximation and complete decomposition.
Solution procedures based upon Lagrangean relaxation are proposed for the three formulations. In the computational experiments, we tested the three algorithms for effectiveness and efficiency. The tested networks are with 10 to 26 nodes.

The work has the following significance:

1. IP telephony could provide the same quality or better as traditional circuit-switched telephone service under well-planning and controlled IP networks.

2. The work we done provide good network planning and capacity management tools for IP telephony systems.

3. We use delay and delay variance to calculate the end-to-end overdue probability, which is the centric of IP telephony service. This captures the most important service quality for IP telephony service.

6.2 Future Research

After completing the work, there are still other issues to be done for IP telephony systems. First, reliability is a very important issue to telephony service. During the twentieth century, traditional telephony networks has been deployed on the earth. It provides strong reliability even when some catastrophes occur e.g. earthquake. IP telephony still could not provide the same reliability as circuit-switched telephony service. It is important to consider the reliability of IP telephony systems. 

Second, network planning and capacity management discussed in Chapter 1 includes five major modules. The algorithms in this thesis cover three modules of them. But Network Capacity Expansion Module is an important topic for network managers. Forecast of the future demands and to augment the capacity in advance is important for network managers because the traffic demands grow very fast.

Third, an interesting issue related to IP telephony is dual-transmission extension. Dual-transmission of IP telephony packets to the uncontrolled IP networks could reduce the overall overdue probability but it also makes the IP telephony gateways congested. Optimally set the probability to transmit another copy of IP telephony packet is the centric of this issue.

Finally, in the work we done, we only consider one delay performance model, it still needs to consider the impacts of other delay performance model e.g. self-similar phenomena on the IP telephony.
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