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論文摘要

隨著無線網路 (Wireless Networks) 技術的成熟，大眾對於行動通訊的需求愈來愈高。不僅只有語音通話的需求，數據傳輸 (Data Transmission) 的應用，如多媒體、電子郵件等等也將變得愈來愈重要。而目前的主流是第二代行動通訊系統GSM。由於GSM先天設計的特性，它只適合用來傳輸語音，不適合用來傳輸資料，因此有了第二點五代系統：整合封包無線傳輸服務 (GPRS) 的產生。GPRS可以在現存GSM網路架構下，提供數據傳輸的技術，其特色就是將資料分封成數個封包 (Packets) 一起傳送。因此大幅提昇傳輸速率，達到更有效的頻譜資源分配。由於GSM和GPRS是使用共同的頻道，所以時槽 (Time Slot) 的分配便是一項可研究的議題。不同的時槽分配原則 (Policy) 會導致系統有不同的收益、效能和服務品質等。在系統營運業者的角度來看，收益極大化是最主要的考量，因此在這篇論文中，我們希望根據使用者的分配，能找到一個時槽分配的原則，讓整個系統的收益最佳化。

在本研究中針對GPRS頻道分配的問題，我們提出了兩個數學模型。兩個模型的目的都是去最佳化GPRS頻道分配系統的收益，在給定使用者的流量參數之後，在頻道數目限制之下，找出一個最好的頻道分配原則，達成收益最佳化的要求。而二個模型的主要差別在於時間的型態，第一個模型是考慮連續的時間 (Continuous-Time) ，而第二個模型則是離散 (Discrete) 的形式。由於這二個模型的數學結構和規模的緣故，我們採用馬可夫決策過程 (Markovian Decision Process) 來解決我們的問題。

在兩個模型的實驗中，我們都得到優異的結果。我們以馬可夫決策過程為基礎的解題程序在我們的模型下可以找到使收益最佳化的頻道分配原則。我們找到的原則比起原來的經驗法則，在收益方面可達到數倍以上的改進，證明我們的方法可以提供系統營運業者和網路規劃人員良好的決策。

關鍵詞：整合封包無線傳輸服務、頻道分配、最佳化、馬可夫決策過程
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OPTIMIZATION OF GPRS TIME SLOT ALLOCATION

With the maturity of the wireless networks technology, the demands for the mobile communication become higher and higher. Besides voice communication demands, data transmission applications such as WWW, multimedia are becoming more and more important. The main system of mobile communication is GSM, which is mainly designed for voice and is not suitable for data transmission. In order to satisfy the increasing user requirements, in developing of GSM phase 2+, the ETSI has specified a general packet radio service (GPRS) that accommodates data connections with high bandwidth efficiency. Since GPRS is based on GSM and they use the same physical channels, the allocation of time slot is an academic issue. Different slot allocation policy will cause different revenue, throughput and QoS of the system. In the vendor's point of view, revenue maximization is the main consideration. Thus in this thesis, we want to find a policy to maximize the system revenue according to the users' traffic pattern.


We propose two mathematical models to deal with the slot allocation problem in this thesis. The goal of our model is to find a slot allocation policy to maximize the system revenue under the capacity constraint. The main difference between two models is the time type. The first model is continuous-time, and the second model is discrete time. We apply Markovian decision process to solve our problem due to the problem size and the mathematical structure of our model.


The computational results are good in our experiments. We can find a slot allocation policy to maximize the system revenue according to users' traffic pattern. Comparison to the policy that the vendors often used, the policy we found has great improvement in system revenue. Thus, our model could provide good decisions for system vendors and network planners.
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Chapter 1 Introduction
1.1 Background

The need for mobile communications has made wireless networks become more and more popular, which in turn has stimulated the fast growing of mobile communication industry as indicated by the explosively increasing of cellular phone users. In Taiwan, almost all of the people have cellular phones. So we can firmly conclude that mobile communication is an inevitable trend.


 Up to now, the main system of mobile communication is the pan-European Global System for Mobile Communication (GSM). GSM is the digital cellular standard published by the European Telecommunication Standards Institute (ETSI) and the most popular second-generation system. In addition to cellular operation in the 900 MHz band, GSM technology is used in the 1800 MHz and 1900 MHz [18] .GSM is circuit switching, by which it will reserve the traffic channel for the entire communication time. Its bandwidth is 9.6 K bps. One important property of the physical layer of the GSM system is the time-division multiple access (TDMA) frame structure. Applying this technique, GSM can offer 8 slots per channel. In other words, it can offer service to eight users in one channel at the same time.


GSM is mainly designed for voice. The recent demand for data transmission; however, has considerably increased. Data applications such as WWW, FTP, and multimedia are becoming more and more important. These applications often require large bandwidth and good transmission quality. However, GSM cannot support these applications in a good way. As mentioned above, GSM is circuit switching, and this is not suited for data transmission because data transmission applications are often bursty. Circuit switching wastes the radio resource when data traffic occurs in bursts with long silent interval [28]. Furthermore, the bandwidth of GSM is only 9.6 K bps, and it is not enough for data transmission application. 


In order to satisfy the increasing user requirements and to preserve competitiveness, in developing of GSM phase 2+, the ETSI has specified a general packet radio service (GPRS) that accommodates data connections with high bandwidth efficiency.


What differs GPRS from GSM is packet switching, which can increase the utilization efficiency of the radio service. Basing on GSM, GPRS adopts TDMA technique. The transmission capacity of GPRS depends upon the coding rate used. For a coding rate of 1/1, the capacity is reported to be 21.4 k bps while for a coding rate of 1/2, the instantaneous transmission capacity is 9.05 k bps [18]. Bandwidth on demand can be accomplished by allocating parallel time slots. Using 8 time slots, an instantaneous data rate of approximately 160 k bps can be obtained [30]. So GPRS is better suited for data application. The detail of GPRS architecture will be introduced in the next chapter. Table 1-1 compares GSM and GPRS.

	
	GSM
	GPRS

	Transmission rate
	9.6 K bps
	115 k ~ 170 k bps (ideal)

	Switch mode 
	Circuit switching
	Packet switching

	Connection to Internet
	Need login
	Always

	Charge  
	By connection time
	By packet 

	Application 
	Voice 
	FTP, email, WWW…etc


Table 1-1 Comparison of GSM and GPRS
1.2 Motivation

To achieve better performance and bandwidth in the mobile communication, some vendors have already introduced GPRS service. Before the 3G cellular phone system enters the market, GPRS will have it’s status as a mainstream cellular phone system maintained. The following issues concerning GPRS such as performance estimation, throughput analysis, quality of service, voice/data integration … are of great interest for future research.

While basing on GSM, GPRS introduces new components and new protocols to support packet switching, but it still use original physical channels and some techniques. An important property of GPRS is that the GPRS and GSM circuit switch services shared the same radio resources. When the physical channels are unused by circuit switching service, they will be allocated dynamically to the GPRS according to the actual needs for packet transfers [28].

This mechanism brings up some issues for research. Since channels (or slots) are shared by data and voice users and can be dynamically allocated to GPRS users, there must be a lot of policies can be applied to do this. For example, we can reserve some channels for voice users to prevent blocking. We also can reserve channels for GPRS users to offer better quality of service. When channels are all in use, we can determine the release action: immediate release or delayed release [28]. Different policy causes different system performance, and different system revenue.

In the vender’s point of view, revenue maximization or cost minimization is the top concern. So in this thesis, our goal is to find a best policy of slot allocation that can maximize system revenue.

In this thesis, we want to develop the model that can describe the slot allocation system. And we will show how the problem can be solved to find the best policy.

1.3 Proposed Approach
We model the slot allocation problem as a Markov process. This research is extended from [28]. [28] is a GPRS performance estimation. It assumes that voice and GPRS user arrivals can be characterized by a Poisson process, and the service times of users are exponentially distributed. So in this thesis we use the same assumption. But in [28] the model only consider data users that only need one slot service. It uses simulation to deal with multiple slot service. And it computes the average blocking probability, throughput and average queuing time.  


In this thesis, we consider three kinds of users: voice users, single slot data users and two-slot data users. Because GPRS uses and voice users shared the same physical channel and there are eight slots in one channel, we use eight slots to model the problem. Figure 1-1 is the illustration of slot allocation.

	   1
	   2
	   3
	   4
	   5
	   6
	   7
	   8



Voice                                 Data 

Figure 1-1 Illustration of Radio Resource Structure Allocated to GSM and GPRS

We use the assumption and model to find the best policy of slot allocation. We apply Markovian decision process to solve this problem. The assumption and model can be discrete or continuous. Because discrete Markovian decision process and continuous time Markov decision process are different, we will use both ways to solve the problem.

We list a simple example to explain our model. Assume there are two kinds of users: voice users and data users and voice users have higher arrival rate, higher service rate and higher revenue. Thus voice traffic will generate higher revenue. And assume there are 8 channels in our system. When the system is empty, it will grant both users because the system loading is low. But when the system load is high, for example, only 2 slots are available, the system might reject data users because grant them will decrease long-term revenue. In this kind of situation the system will only grant voice users due to their higher revenue rate. Therefore, we can apply a lot of policies in this model. For instance, we can set a threshold, such as 4 slots, when the empty channels are more than 4, the system will both all users. If the empty channels are less than 4, the system will only grant voice users. We want to find a best slot allocation policy to maximize the system revenue. It’s the goal of this thesis.

We list another example to explain Markovian decision process. A farmer has a land, and he can decide whether to fertilize at the end of the year. The land has three states: good, medium and bad. The states changed every year. We can use a transition matrix to show this: 

State   Good Medium Bad
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This matrix shows the probability from one state to another state. If the farmer deicide to fertilize at each state, the matrix will become:

State   Good Medium Bad
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Therefore, different policy will generate different transition matrix. And each transition matrix has a corresponding revenue matrix. The revenue matrix form is like this:

State      Good Medium Bad
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The matrix shows the revenue from one state to another state. Different policy causes different revenue. Markovian decision process is used to solve this kind of problem. It can help us to find out what decision we should made at each state to maximize long-term revenue. And we can find out a best policy. Because of the problem size and characteristics, we can model our slot allocation problem to this form and using Markovian decision process to solve it.

1.4 Thesis Outline

The remainder of the thesis is organized as follows. We will review the GPRS architecture, Markovian decision process and issues related to our problems in Chapter 2. Because we can describe our problem in continuous-time and discrete way, we will use both ways to solve the problem. In Chapter 3, we propose a continuous-time mathematical model for finding the best policy of slot allocation. We will maximize the system revenue under some assumption. The mathematical formulation and solution approach for this problem is also discussed. And we will give some computational results. In Chapter 4, we propose a discrete mathematical model for finding the best policy of slot allocation. The Chapter 5 summarizes the thesis and gives our conclusion.

Chapter 2 GPRS Architecture and Markovian Decision Process
2.1 GPRS Architecture 

The existing GSM network does not provide adequate functionality to support packet data routing. Compared to GSM, new elements are introduced in order to create an end-to-end packet transfer mode. Two services are provided: point-to-point (PTP) and point-to-multipoint (PTM). In dependent packet routing and transfer within the public land mobile (PLMN) is supported by a new logical network mode called the GPRS support node (GSN) [18]. The gateway GSN (GGSN) acts as a logical interface to the external packet data network (PDN) and maintains routing information used to tunnel packet data units (PDU) to the SGSN that is currently serving the mobile station (MS). The serving GPRS support node (SGSN) is responsible for the delivery of packets to the MSs within its service area [11]. Within the GPRS network, PDUs are encapsulated at the originating GSN and decapsulated at the destination GSN. Figure 2-1 is the generic GPRS network architecture.

The protocol architecture of GPRS is as follows. GPRS Tunnel Protocol (GTP) tunnels the PDU through the GPRS backbone network by adding routing information. Subnetwork Dependent Convergence Protocol (SNDCP) maps network-level protocol characteristics onto the underlying logical link control and provides functionality like multiplexing. Logical link layer (LLC) provides a logical link between the MS and SGSN.RLC/MAC layer provides services for information transfer over the physical of the GPRS radio service. It defines the procedures that enable multiple MS to share a common transmission medium, which may consist of several physical channels [18].

Figure 2-2 is GPRS transmission plane.
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Figure 2-1 Generic GPRS Network Architecture [5]
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Figure 2-2 GPRS Transmission Plane [7]

2.2 GPRS Air Interface Protocol

GPRS Air interface protocol is concerned with communications between the MS and BSS at the physical, MAC, and RLC protocol layers. The physical channel dedicated to packet data traffic is called a packet data channel (PDCH). A cell supports GPRS may allocate one or more shared PDCH which are taken from the common pool of physical channels [18]. It has two important concepts:
Master-Slave Concept: At least one PDCH, acting as a master, accommodates packet common control channels (PCCCH) that carry all necessary control signaling for initiating packet transfer as well as user data and dedicated signaling. The others, acting as slaves, are only used for user data transfer. 
Capacity on Demand: The operator can decide whether to dedicate some PDCH for GPRS traffic. Load supervision is done in the MAC layer to monitor the load on the PDCH. The number of allocated PDCH in a cell can be increased or decreased according to demand [18].
Uplink PDCHs are shared between several MSs. The BSC transmits in each downlink radio block header an USF indicating the MS allowed to transmit on the corresponding uplink PDCH. The PRACH is used to resolve concurrent access on the uplink radio resources. It is a common control channel employing a mechanism similar to slotted Aloha to arbitrate access for the MSs [25].

Once an MS is successful with its channel requests and resources according to this request are available, a temporary block flow will be established. When a TBF is established, resources are assigned to an MS, and data transmission can start. As soon as all data for on MS is successfully transmitted, the TBF is released. Using this very flexible packet-oriented resource allocation scheme allows TBF durations ranging from some milliseconds up to several minutes, depending on the amount of data that needs to be transmitted [25].

Figure 2-2 and 2-3 shows a simplified view of the MAC protocol across the air link. On the up link, MSs have to contend for the radio resources. They do so by a two- stage random access process – a short random access burst to reserve for a short transmission request message, which in turn reserves for the actual data transfer. On the downlink, the MSs are located by paging. Upon receiving a page, an MS again initiate a two-stage random access process that eventually results in a channel allocation by the BSS and the actual data transfer [19].  
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Figure 2-3 Mobile Originated Packet Transfer 
[8]
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Figure 2-4 Mobile Terminated Packet Transfer 
[8]

2.3 GPRS Resource Allocating Issues 

GPRS and GSM voice services share the same radio resource. When channels is unused by voice services, GPRS will use them. The allocation of channels for GPRS is based on “capacity on demand” principle. Voice users own higher priority over GPRS users to ensure QoS. When voice users come and find that all channels are occupied, data users may stop immediately or stop after the transmission of this packet. It’s according to the policy of the system.

There are three classes of the bandwidth allocation method of implementation in wireless area: circuit switching, packet switching, and hybrid switching [21]. Hybrid switching supports both circuit and packet switching, and it can be implemented in three methods: fixed boundary, Movable Boundary and Non-Movable boundary [21]. Fixed boundary means voice and data uses have fixed channels and can't use other's channel. Movable boundary means they have some dedicated channel but some channels are available when no one uses them. Non-movable means that all users share channels. In this thesis we consider all possible implementation to determine the best policy.

There are a lot of papers discussing GPRS resource allocation issue. Shaoji and 

Haggman [28] proposed GPRS performance estimation and they model the service as a Markov process. But it only model single-slot data users. In this thesis we want to model two-slot data users. Khaledoun and Khaled [1] consider dynamic slot allocation for multicasting. They propose a multicast GPRS proposal. Giuseppe, Antonio and Luigi [10] consider the dynamic channel stealing protocol. Peter and Frank [29] consider QoS using on-demand channel allocation techniques. There are also some papers considering voice/data integration. They model these as a movable boundary Markov process [16,27].
2.4 Markovian Decision Process
Markovian decision process [12][13] is an application of dynamic programming to the solution of a stochastic decision process that can be described by a finite number of states. The transition probabilities between the states are described by a Markov chain. The reward structure of the process can also be described by a matrix whose individual elements represent the revenue(or cost) resulting from moving from one state to another. Both the transition and revenue matrices depend on the decision alternatives available to the decision maker. The objective of the problem is to determine the optimal policy that maximizes the expected revenue of the process over a finite or infinite number of states [12].

We have two models in our problem. One is discrete, and the other is continuous- time [26]. We will discuss two different approaches as follows.

2.4.1 Policy Iteration Method: Discrete Case

State transition matrix:

	State
	0  1   ..  M

	0

1

:
M
	P00  P01  ..   P0M

P10  P11  ..   P1M

:   :

PM0  PM1 ..   PMM


Revenue matrix:

	State
	0  1   ..  M

	0

1

:

M
	R00  R01  ..   R0M

R10  R11  ..   R1M
:   :

RM0  RM1 ..   RMM


Define fn(i) = cumulative expected revenue given that n is the number of stages remaining for consideration and given that the state of system is i.

The recursive equation is :

fn(i) = vi + 
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vi represents the expected return resulting from a single transition from state i, so that  vi = 
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Given that 

π = (π1,π2, …,πm)

is the steady-state probability vector of the transition matrix P = ||pij|| and 

E=π1v1 +π2v2 +…+πmvm
is the expected revenue per stage. It can be shown that for very large n,

fn(i) = nE+f(i)

where f(i) is a constant term representing the asymptotic intercept of fn(i) given the state i.
The recursive equation can be written as

E = vi  + 
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The iteration process consists of two basic components. The first one is the value determination step and the second one is the policy improvement step.

1. Value determination step: choose an arbitrary policy s. using its associated matrices Ps and Rs and assuming fs(M)=0, solve the equations

Es = vis  + 
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2. Policy improvement step: for each state i, determine the alternative k that yields

Max k {vik  + 
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The resulting optimum decision k for states 1,2,…,M constitute the new policy t. if s and t are identical, stop; t is optimum. Otherwise, set s = t and return to the value determination step [12].
2.4.2 Policy Iteration Method: Continuous-Time Case

Define aij  as the transition rates of a process from state i to state j, for i≠j. The quantity is defined as follows: In a short time interval dt, a process that is now in state i will make a transition to state j with probability aij dt (i≠j). We describe the continuous-time Markov Process by a transition-rate matrix A with components aij [26]. Define the diagonal elements of the A matrix by
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Suppose that the system earns a reward at the rate of rii dollars per unit time during all the time that it occupies state i. Suppose further that when the system makes a transition from state i to state j (i≠j) it receives a reward of rij dollars.

Let vi(t) be the expected total reward that the system will earn in a time t if it starts in state i, then we can relate the total expected reward in a time t+dt, vi(t+dt), to vi(t) by
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The above equation can be transformed into
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If we subtract vi(t) from both sides of the equation and divide by dt, we have
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If we take the limit as dt → 0, we obtain
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We define a quantity qi as the “earning rate” of the system where
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With use of the definition of earning rate, our equation become
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We can start to evaluate:

1. Value determination step:

For a given policy the total expected reward of system in time t is governed by
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Since we were concerned only with processes whose termination is remote, we may use the asymptotic expression for vi(t)

vi(t) =  tgi + vi       for large t
Thus we have
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If above equation is to hold for all large t, then we obtain the two sets of linear algebraic equations
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We use aij and qi for a given policy to solve the double set of equations. For all vi and gi, by setting the value of one vi in each recurrent chain to zero.

2. Policy iteration step:

For each state i, determine the alternative k that maximizes
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using the gains gj of the previous policy, and make it the new decision in the ith state.

If
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is the same for all alternatives, or if several alternatives are equally good according to this test, the decision must be made on the basis of relative values rather than gains. Therefore, if the gain test fails, break the tie by determining the alternative k that maximize
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using the relative values of the previous policy, and by making it the new decision in the ith state[26]. If the new policy is the same as the previous policy, then stop; otherwise, repeat the two steps. For a completely ergodic processes, g is the same, so computation becomes simpler.

Chapter 3 Problem Formulation:

Continuous-Time Case
There are two ways to describe our problem. This thesis will use both methods to solve the problem. Our model is a GPRS revenue optimization model Because GPRS is based on GSM, this thesis use GSM architecture to model GPRS slot allocation mechanism. Due to TDMA technique, there are eight time slots in one channel. Consequently, there are up to eight single-slot users that can transmit data at the same time. However, this thesis also considers some users that need two-slot transmission. So total user number in one channel may be less than eight. We consider three classes of traffic, voice user, single-slot data user, and two-slot data user. Although other kind of users is also possible, we only model these users in this thesis. We have eight decisions in this thesis: Table 3-1 is the description of decisions and actions.

	Decision k
	Action

	1

2

3

4

5

6

7

8
	Grant all users

Grant voice and single-slot data users

Grant one-slot data and two-slot data users

Grant voice and two-slot data users

Only grant voice users

Only grant single-slot data users

Only grant two-slot data users

Do not grant any users


Table 3-1 Decisions and Action Matrix

We define the system state as (a, b, c): a means the number of voice users, b means the number of single-slot data users, and c means the number of two-slot data users. For example, (2,3,1) means there are 2 voice users, 3 single-slot data users, and 1 two-slot data user in the system. Since total numbers of slots are 8, 1 slot is free for use (2+3+1*2=7, 8-7=1). 

We have three assumptions in our model in this chapter:

1. Both voice and data messages arrivals follow a Poisson process and call holding time and data message length are exponentially distributed with different parameters. Single-slot data users and two-slot data users are independent.

2. For each voice users, only one slot is dedicated. For data users, one or two slots are dedicated.

3. A slot is called a channel. There are in total 8 channels in our model.
Figure 3-1 is the 3-dimensional Markov chain model of our problem, and Figure 3-2 is the details of a triangle in Figure 3-1.



Figure 3-1 3-dimensional Markov Chain Model (continuous-time case)
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Figure 3-2 Details of a Triangle in Figure 3-1  (continuous-time case)

Table 3-2 is a verbal description of the GPRS slot allocation system design problem we considered.
	Given:

· Voice users arrival rate
· Voice users service rate
· Data users need one-slot arrival rate

· Data users need one-slot service rate
· Data users need two-slot arrival rate

· Data users need two-slot service rate

· System revenue according to the decision and action
To determine :

· The best slot allocation policy
Objective:

 To maximize the system revenue
Subject to:

· Slot capacity constraint


Table 3-2 GPRS Slot Allocation Problem Description (continuous-time case)

3.1 Notation
Tables 3-3 shows the notation we use in this chapter.

	Notation
	Description

	λ1
	The arrival rate of voice users

	λ2
	The arrival rate of single-slot users

	λ3
	The arrival rate of two-slot users

	μ1
	The service rate of voice users

	μ2
	The service rate of single-slot data users

	μ3
	The service rate of two-slot data users

	R1
	System revenue of servicing one voice user

	R2
	System revenue of servicing one single-slot user

	R3
	System revenue of servicing one two-slot user


	aijk
	The appropriate transition rate from state i to state j given decision k


Table 3-3 Given Parameters of Revenue Optimization Model (continuous-time)

3.2 Problem Formulation
The first policy of our model is that does not preserve any slot in advance and use immediate release action. As long as the system is not full and can handle the traffic, coming users can use the resource. If voice users come and find there are no free slots, data users must stop their transmission and wait until some slots are free. In this policy, there are total 95 states. Other policies will decrease numbers of states. So in our model there are at most 95 states. Table 3-4 is the sequence of the state of our model. As mentioned in 2.4.2, we will use continuous-time Markov decision process to solve our problem

Because it is a completely ergodic processes in our model, so we use the simple method to find the best policy.

We use the equations
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The associated parameter aij and rij are given (the first policy). The parameter rii equals to zero in our model because the system earns nothing during all the time that it occupies state i.
Form (2) we can compute the values of qi:
q1  = 0

q2  =μ3 R3
q3  =μ3 R3
:

q32  =μ1 R1 +μ2 R2 +μ3 R3
:

q95  =μ1 R1
From (1) we can write the first equation of the formulation:
g = 0 + (-λ1 –λ2 –λ3 ) v1 +λ3 v2 +λ2 v6 +λ1 v26 

g =μ3 R3+μ3 v1+ (-λ1 –λ2 –λ3 -μ3) v2+λ3 v3 +λ2 v7 +λ1 v27 

:

g =μ1R1 +μ1 v93
Let v95 = 0. And we can solve g, v1, v2,…, v94. Then we go to the policy improvement step. For each state i, find the alternative k that maximizes
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using the relative values vi of the previous policy.
When we find the policy, we compare if it is the same policy. If it is not, we go back to the value determination step. Once the new policy and the old policy are the same, it’s the optimal policy.

	1
	(0,0,0)
	25
	(0,8,0)
	49
	(2,0,3)
	73
	(3,5,0)

	2
	(0,0,1)
	26
	(1,0,0)
	50
	(2,1,0)
	74
	(4,0,0)

	3
	(0,0,2)
	27
	(1,0,1)
	51
	(2,1,1)
	75
	(4,0,1)

	4
	(0,0,3)
	28
	(1,0,2)
	52
	(2,1,2)
	76
	(4,0,2)

	5
	(0,0,4)
	29
	(1,0,3)
	53
	(2,2,0)
	77
	(4,1,0)

	6
	(0,1,0)
	30
	(1,1,0)
	54
	(2,2,1)
	78
	(4,1,1)

	7
	(0,1,1)
	31
	(1,1,1)
	55
	(2,2,2)
	79
	(4,2,0)

	8
	(0,1,2)
	32
	(1,1,2)
	56
	(2,3,0)
	80
	(4,2,1)

	9
	(0,1,3)
	33
	(1,1,3)
	57
	(2,3,1)
	81
	(4,3,0)

	10
	(0,2,0)
	34
	(1,2,0)
	58
	(2,4,0)
	82
	(4,4,0)

	11
	(0,2,1)
	35
	(1,2,1)
	59
	(2,4,1)
	83
	(5,0,0)

	12
	(0,2,2)
	36
	(1,2,2)
	60
	(2,5,0)
	84
	(5,0,1)

	13
	(0,2,3)
	37
	(1,3,0)
	61
	(2,6,0)
	85
	(5,1,0)

	14
	(0,3,0)
	38
	(1,3,1)
	62
	(3,0,0)
	86
	(5,1,1)

	15
	(0,3,1)
	39
	(1,3,2)
	63
	(3,0,1)
	87
	(5,2,0)

	16
	(0,3,2)
	40
	(1,4,0)
	64
	(3,0,2)
	88
	(5,3,0)

	17
	(0,4,0)
	41
	(1,4,1)
	65
	(3,1,0)
	89
	(6,0,0)

	18
	(0,4,1)
	42
	(1,5,0)
	66
	(3,1,1)
	90
	(6,0,1)

	19
	(0,4,2)
	43
	(1,5,1)
	67
	(3,1,2)
	91
	(6,1,0)

	20
	(0,5,0)
	44
	(1,6,0)
	68
	(3,2,0)
	92
	(6,2,0)

	21
	(0,5,1)
	45
	(1,7,0)
	69
	(3,2,1)
	93
	(7,0,0)

	22
	(0,6,0)
	46
	(2,0,0)
	70
	(3,3,0)
	94
	(7,1,0)

	23
	(0,6,1)
	47
	(2,0,1)
	71
	(3,3,1)
	95
	(8,0,0)

	24
	(0,7,0)
	48
	(2,0,2)
	72
	(3,4,0)


Table 3-4 The Sequence of the States

3.3 Solution Procedure
As mentioned in 3.2, we will solve our problem using continuous Markovian decision process. We will give some parameters to calculate the result. Because we totally have 95 states, we will have a 95 * 95 state transition matrix. We have eight decisions, so we will have eight different state transition matrixes. The transition rate is according to the Poisson distribution process. We will have only one revenue matrix because different policies have no influence on the revenue matrix. Revenue occurs only when a user in system leave the system, i.e. complete his request.


To apply the policy iteration method, we must solve simultaneous equations. We will have 95 equations. To solve these equations, we use the Gauss elimination method [24] to get the solution of each variable. We use backward substitution and partial pivot method to get the solution. Once we get the solution, we can apply the policy iteration method to find the best policy.

3.4 Computational Results
We will use 3 examples to demonstrate our problem and show the computational results of our model.

Example 1:

Given parameters:

	λ1 = 9
	μ1 = 8
	R1 = 10

	λ2 = 3
	μ2 = 4
	R2 = 2

	λ3 = 1
	μ3 = 2
	R3 = 4


Table 3-5 Given Parameters of Example1

The original policy:
	Voice preservation slot: 0

	Data preservation slot: 0

	Preemptive (i.e. data users must stop transmission immediately to allow voice users to use the slots if all slots are occupied.)


Table 3-6 The Original Policy of Example 1

Results:
	3 iterations to achieve the optimal policy

	12 decisions are changed

	Original profit: 79.10878

	Maximum profit: 79.6666


Table 3-7 The Results of Example 1

The changed states:

	State
	Old decision
	New decision

	(0,0,3)
	All
	voice&2-slot

	(0,1,3)
	Voice&single 
	Voice

	(0,5,0)
	All
	Voice&2-slot

	(0,6,0)
	All
	Voice&2-slot

	(0,7,0)
	Voice&single
	Voice

	(1,0,3)
	Voice&single
	Voice

	(1,5,0)
	All
	Voice&2-slot

	(1,6,0)
	Voice&single
	Voice

	(2,5,0)
	Voice&single
	Voice

	(5,1,1)
	Voice
	No

	(6,0,1)
	Voice
	No

	(7,1,0)
	Voice
	No


Table 3- 8 The Changed States of Example 1

In this example, we assume voice users have higher arrival rate and higher departure rate and the highest revenue. Thus the system will grant voice users as possible to get the optimum long-term revenue. In some states the system will reject data users request because they will stay in system longer and generate less revenue than voice users. The computational result is consistent with our expectation. In some states even there are still some slots for all users but the system only grant voice users due to their long-term high revenue.

In this example only 12 decisions are changed, which means the original policy is good for this situation. So the difference between maximum profit and original profit is not much. We can compare with the other policy to show that our result is the best policy. Table 3-5 lists the other policies and their corresponding revenue. (1,7) means that the system reserves one slot for voice users and reserves 7 slots for data users, including single-slot and two-slot data users.

	Policy
	Revenue
	Policy
	Revenue

	1,7
	51.22687
	2,4
	75.6151

	2,6
	65.324
	2,3
	77.84588

	3,5
	71.46927
	2,2
	79.05113

	4,4
	74.91467
	2,1
	79.43186

	5,3
	76.88034
	3,4
	75.34375

	6,2
	77.34731
	3,3
	77.67289

	7,1
	77.042
	3,2
	78.91668

	1,6
	65.06944
	3,1
	79.32901

	1,5
	71.79738
	4,3
	77.39511

	1,4
	75.53198
	4,2
	78.71202

	1,3
	77.79269
	4,1
	79.17453

	1,2
	79.0042
	5,2
	78.34699

	1,1
	79.39543
	5,1
	78.90591

	2,5
	71.86972
	6,1
	78.18542


Table 3-9 Other Policies and Their Corresponding Revenues

Example 2:
	Given parameters:

λ1 = 3
	μ1 = 1
	R1 = 4

	λ2 = 4
	μ2 = 5
	R2 = 5

	λ3 = 5
	μ3 = 3
	R3 = 10


Table 3-10 Given Parameters of Example2
The original policy is the same as in example 1.

Results:
	6 iterations to achieve the optimal policy

	76 decisions are changed

	Original profit: 8.26684

	Maximum profit: 44.8433


Table 3-11 The Results of Example 2
The changed states:

	State
	New
Decision
	Origin
Decision
	State
	New
Decision
	Origin
Decision
	State
	New
Decision
	Origin
Decision

	4
	2
	1
	45
	8
	5
	71
	8
	5

	9
	6
	2
	46
	3
	1
	72
	8
	2

	12
	2
	1
	47
	3
	1
	73
	8
	5

	13
	8
	5
	48
	6
	1
	74
	3
	1

	19
	8
	5
	49
	8
	5
	75
	6
	1

	22
	7
	1
	50
	3
	1
	76
	8
	5

	24
	8
	2
	51
	3
	1
	77
	3
	1

	26
	3
	1
	52
	6
	2
	78
	6
	2

	27
	3
	1
	53
	3
	1
	79
	7
	1

	28
	3
	1
	54
	3
	1
	80
	8
	5

	29
	6
	2
	55
	8
	5
	81
	8
	2

	30
	3
	1
	56
	3
	1
	82
	8
	5

	31
	3
	1
	57
	6
	2
	83
	3
	1

	32
	6
	1
	58
	7
	1
	84
	6
	2

	33
	8
	5
	59
	8
	5
	85
	7
	1

	34
	3
	1
	60
	8
	2
	86
	8
	5

	35
	3
	1
	61
	8
	5
	87
	8
	2

	36
	6
	2
	62
	3
	1
	88
	8
	5

	37
	3
	1
	63
	3
	1
	89
	3
	1

	38
	3
	1
	64
	6
	2
	90
	8
	5

	39
	8
	5
	65
	3
	1
	91
	6
	2

	40
	3
	1
	66
	3
	1
	92
	8
	5

	41
	6
	2
	67
	8
	5
	93
	6
	2

	42
	7
	1
	68
	3
	1
	94
	8
	5

	43
	8
	5
	69
	6
	2
	
	
	

	44
	8
	2
	70
	7
	1
	
	
	


Table 3- 12 The Changed States of Example 2

In this example, we give data users higher arrival rate and higher departure rate and higher revenue. Thus the system should grant data users more often than grant voice users. Our results show that in many states the system will only grant data users although it still has free slots to grant voice users. There are 76 decisions changed, which means the original policy is not good for this example. And our maximum profit is much better than original profit. Table 3-13 lists the other policies and their corresponding revenue.
	Policy
	Revenue
	Policy
	Revenue

	1,7
	43.96721
	2,4
	37.17221

	2,6
	41.02207
	2,3
	34.37087

	3,5
	40.76609
	2,2
	27.75589

	4,4
	35.74942
	2,1
	18.62801

	5,3
	32.90926
	3,4
	37.10373

	6,2
	24.9379
	3,3
	34.3437

	7,1
	15.10989
	3,2
	27.74749

	1,6
	41.75723
	3,1
	18.62526

	1,5
	41.31014
	4,3
	33.91477

	1,4
	37.2425
	4,2
	27.60658

	1,3
	34.39421
	4,1
	18.57887

	1,2
	27.76361
	5,2
	27.29385

	1,1
	18.63057
	5,1
	18.4775

	2,5
	41.08727
	6,1
	17.72269


Table 3-13 Other Policies and Their Corresponding Revenues

Example3:

	Given parameters:

λ1 = 2
	μ1 = 1
	R1 = 2

	λ2 = 4
	μ2 = 2
	R2 = 4

	λ3 = 8
	μ3 = 4
	R3 = 6


Table 3-14 Given Parameters of Example 3
The original policy is the same as in example 1.

Results:
	6 iterations to achieve the optimal policy

	79 decisions are changed

	Original profit: 6.552285

	Maximum profit: 29.82143


Table 3-15 The Results of Example 3
The changed states:

	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision

	4
	2
	1
	41
	8
	2
	70
	7
	1

	12
	4
	1
	42
	7
	1
	71
	8
	5

	13
	8
	5
	44
	8
	2
	72
	8
	2

	14
	4
	1
	46
	3
	1
	73
	8
	5

	15
	4
	1
	47
	3
	1
	74
	3
	1

	16
	5
	2
	48
	6
	1
	75
	3
	1

	17
	7
	1
	49
	8
	5
	76
	8
	5

	18
	7
	1
	50
	3
	1
	77
	3
	1

	20
	4
	1
	51
	3
	1
	78
	6
	2

	21
	5
	2
	52
	6
	2
	79
	7
	1

	22
	7
	1
	53
	7
	1
	80
	8
	5

	24
	8
	2
	54
	7
	1
	81
	8
	2

	26
	3
	1
	55
	8
	5
	82
	8
	5

	27
	3
	1
	56
	7
	1
	83
	3
	1

	28
	3
	1
	57
	8
	2
	84
	6
	2

	29
	6
	2
	58
	7
	1
	85
	7
	1

	30
	3
	1
	59
	8
	5
	86
	8
	5

	31
	3
	1
	60
	8
	2
	87
	8
	2

	32
	3
	1
	61
	8
	5
	88
	8
	5

	33
	8
	5
	62
	3
	1
	89
	7
	1

	34
	3
	1
	63
	3
	1
	90
	8
	5

	35
	3
	1
	64
	6
	2
	91
	8
	2

	36
	6
	2
	65
	7
	1
	92
	8
	5

	37
	7
	1
	66
	7
	1
	93
	6
	2

	38
	7
	1
	67
	8
	5
	94
	8
	5

	39
	8
	5
	68
	7
	1
	
	
	

	40
	7
	1
	69
	8
	2
	
	
	


Table 3- 16 The Changed States of Example 3

In this example, we give two-slot data users the highest arrival and departure rate and the highest revenue. Thus theoretically the system will grant two-slot data uses more than the others. Our results are consistent with our expectation. The original policy is also not suitable for this case, so there is a large difference between the maximum profit and the original profit.

According to above examples, we can find out that if the voice users have higher arrival and departure rate and higher revenue, the original policy is good. The system can grant users as long as there are free slots and the difference between the original profit and maximum profit is small. But when the data users have higher arrival rate and departure rate and higher revenue, the original policy is not suitable. The system should grant users carefully because the maximum profit is much greater than the original one.

3.5 Model Expansion: Considering Blocking Probability 
Our models in above sections are only considering maximum revenue, but in real world, QoS is also an important issue. One of the QoS issues is the blocking probability. The blocking probability should not be too high to assure the quality of service. Therefore, we consider blocking probability in this section. 


Considering blocking probability in our model is not easy because our model are based on Markovian decision process and this approach may not work if we add constraints. We cannot find the optimal policy if we consider blocking probability. What we can do is find some heuristic to find the nearly optimal solution. For simplicity, we only consider voice users’ blocking probability in this section.

Our heuristic is as follows:

1. Find the optimal policy.

2. Check the voice users’ blocking probability, if it is smaller than 0.03, the policy is the answer. If it is larger than 0.03, go to step 3.

3. Check the new policy one by one. If the new decision is 8, change it to 5. Repeat step 2. If each state’s decision is not 8, go to step 4.

4. Check the new policy one by one. If the new decision is 6, change it to 2. Repeat step 2. If each state’s decision is not 6, go to step 5.

5. Check the new policy one by one. If the new decision is 7, change it to 4. Repeat step 2. If each state’s decision is not 7, go to step 6.

6. Check the new policy one by one. If the new decision is 3, change it to 1. Repeat step 2. If each state’s decision is not 3, we cannot find the policy that could satisfy the blocking probability constraints.

We list an example to demonstrate our method.

	Given parameters:

λ1 = 3
	μ1 = 4
	R1 = 8

	λ2 = 2
	μ2 = 3
	R2 = 7

	λ3 = 1
	μ3 = 2
	R3 = 6


Table 3-17 Given Parameters of Model Expansion

Results:
	3 iterations to achieve the optimal policy

	16 decisions are changed

	Original profit: 38.95242

	Maximum profit: 39.6745


Table 3-18 The Results of Model Expansion
The original voice users’ blocking probability is 0.067. After using our heuristic, voice users’ blocking probability is 0.027 and the long-term profit is 39.0152. The difference between two policies is small. Thus our heuristic is useful. In some cases the difference of revenue between the optimal policy and the new policy might be large because revenue and blocking probability is a trade off.

Chapter 4 Problem Formulation:

Discrete Case

We consider the same problem of time slot allocation. But we model the problem in discrete way in this chapter. We still use GSM architecture to model GPRS slot allocation mechanism. There are also eight time slots in one channel. We still consider three classes of traffic, voice user, single-slot data user, and two-slot data user. We still have eight decisions in this thesis: For convenience, we list it again in Table 4-1. Table 4-1 is the description of decisions and actions.

	Decision k
	Action

	1

2

3

4

5

6

7

8
	Grant all users

Grant voice and single-slot data users

Grant one-slot data and two-slot data users

Grant voice and two-slot data users

Only grant voice users

Only grant single-slot data users

Only grant two-slot data users

Do not grant any users


Table 4-1 Decisions and Action Matrix

The main difference between this chapter and Chapter 3 is the mathematical model. In chapter 3, the model is continuous-time so we consider the arrival rate and service rate. We assume they are exponentially distributed. Thus at one time only one event will occur. That is at one point there will only be one user arrival or only one user departure. But in discrete model this constraint does not exist. In other words, there may be multiple events happened in each time interval. There will be one, two or more users arrival and departure. Thus our model becomes more complicated. It is no longer a birth-death process, and every two states have transitions. And we now consider probability instead of rate.

Our assumption has changed as follows:

1. Both voice and data messages arrivals follow a Geometric distribution. We give   the probability p for users in system to calculate the leaving probability. Single-slot data users and two-slot data users are independent.

2. For each voice users, only one slot is dedicated. For data users, one or two slots are dedicated.

3. A slot is called a channel. There are total 8 channels in our model.
4. There will be multiple users arrival or departure in each time interval.

According to our assumption, our Markov chain model will change and become more complicated. Figure 4-1 is the 3-dimensional Markov chain model of our problem, and Figure 4-2 is the details of a triangle in Figure 4-2.

















Voice users

Figure 4-1 3-Dimensional Markov Chain Model (discrete case)


Figure 4-2 Details of a Triangle in Figure 3-3 (discrete case)

Table 4-2 is a verbal description of the GPRS slot allocation system design problem we considered.
	Given:

· Voice users arrival probability

· Voice users service probability

· Data users need one-slot arrival probability
· Data users need one-slot service probability

· Data users need two-slot arrival probability
· Data users need two-slot service probability
· System revenue according to the decision and action
To determine :

· The best slot allocation policy 
Objective:

 To maximize the system revenue
Subject to:

· Slot capacity constraint


Table 4-2 GPRS Slot Allocation Problem Description (discrete case)
4.1 Notation

Tables 4-3 shows the notation we use in this chapter.
	Notation
	Description

	λ1
	The arrival probability of voice users

	λ2
	The arrival probability of single-slot users

	λ3
	The arrival probability of two-slot users

	μ1
	The service probability of voice users

	μ2
	The service probability of single-slot data users

	μ3
	The service probability of two-slot data users

	R1
	System revenue of servicing one voice user

	R2
	System revenue of servicing one single-slot user

	R3
	System revenue of servicing one two-slot user


	Pij(k)
	The appropriate transition probability from state i to state j given    decision k


Table 4-3 Given Parameters of Revenue Optimization Model (discrete case)
4.2 Problem Formulation
As mentioned in 2.4.1, we must choose an arbitrary policy to do the value determination step. We choose the first policy that is don’t preserve any slots for voice and data users, and voice users have higher priority over data uses. Data users must immediately stop transmission if all channels are in use and voice users come. The associated matrices P and R are given. And we assume f (95) = 0.

We have the equation:

E = vi  + 
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Form (4) we can compute the values of vi:

v1  = 0

v2  =μ3 R3
v3  =μ3 R3
:

v32  =μ1 R1 +μ2 R2 +μ3 R3
:

v95  =μ1 R1
From (3) we can write the first equation of the formulation:

E = 0 + (1-λ1 –λ2 –λ3 ) f (1) +λ3 f (2) +λ2 f (6) +λ1 f (26) - f (1)

E =μ3 R3+μ3 f (1)+ (1-λ1 –λ2 –λ3 -μ3) f (2)+λ3 f (3) +λ2 f (7) +λ1 f (27) - f (2)

:

E =μ1R1 +μ1 f (93 )- 0

And we can solve E, f (1), f (2),…, f (94).

Then we go to the policy improvement step. Determine the alternative k that yields:

Max k {vik  + 
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If some decision is impossible when system is in certain state, then the revenue will be set to -∞. Thus this decision will not be chosen.

When we find the policy, we compare if it is the same policy. If it is not, we go back to the value determination step. Once the new policy and the old policy are the same, it’s the optimal policy.

4.3 Solution Procedure
We use discrete Markovian decision process to solve our problem. As in chapter 3, we have 95 states and 8 decisions, thus we have eight 95 * 95 state transition matrixes in total. The difference is the transition probabilities need to be calculated in advance. In continuous model, transition rate is directly from the user arrival rate and departure rate. But in discrete model it’s not so simple. In addition, there will be multiple users come or leave at the same time, which means transitions will occur between every two states.


The calculation of transition probability between any two states is as follows. Because voice users, 1-slot data users and 2-slot data users are independent under our assumption, we can calculate the transition probability individually. 

That is:

Prob{(x1, y1, z1)→(x2, y2, z2)} = Prob {x1→x2} *  Prob {y1→y2} *  Prob{z1→z2}  

We can use a tree structure to describe how we calculate the transition probability from x1 to x2. Figure 4-3 is the tree structure of all possible transitions.





Arrival            Departure       Result










0   ───   x1 – x2 + 0    →   x2





1
───
 x1 – x2 + 1    →   x2
x1


2   ───   x1 – x2 + 2    →   x2





..



…





x2   ───   x1 – x2 + x2      →   x2

Figure 4-3 Tree Structure of Transition from x1 to x2
As shown in Figure 3-4, once we calculate all the possibilities, we can add them to get the transition probability from x1 to x2. 

There are some differences in the Edge state. Edge states are the states that users already occupied all resources and cannot grant any arrival user. For example, (4,4,0) is an edge state because total time slots are used by users (4+4=8) and the system cannot grant any users. Some states such as (5,4,0) or (4,4,1) are impossible in our model, but in fact they are also possible if we don’t have capacity constraints. Therefore, when the system transit to this kind of states, we must calculate additional probabilities. For example, when system is (1,0,0) now and will become (4,4,0) in the next time interval, the probability from x1 to x2 is 1 to 4 plus 1 to 5 plus 1 to 6…etc. In other words, we must calculate all probabilities equal or greater than 4. We use 4+ to represent this situation.

Another difference is the revenue matrix. In the continuous-time model, the state remaining the same means that there is no one leaving the system and thus no revenue occurs. But in discrete model, state remaining the same does not necessary mean there is no one leaving the system. Maybe one user leaved and another new user came in the same interval. In this case revenue did occur due to the departure of the user. We use the expect value of revenue to solve this problem.

We also use Gauss elimination method to solve the simultaneous equations and apply policy iteration method to get the best policy.

4.4 Computational Results

We will use 3 examples to demonstrate our problem and show the computational results of our model.

Example 1:

Given parameters:

	λ1 = 0.5
	μ1 = 0.4
	R1 = 15

	λ2 = 0.1
	μ2 = 0.1
	R2 = 5

	λ3 = 0.4
	μ3 = 0.3
	R3 = 6


Table 4-4 Given Parameters of Example 1

The original policy:
	Voice preservation slot: 0

	Data preservation slot: 0

	Preemptive (i.e. data users must stop transmission immediately to allow voice users to use the slots if all slots are occupied.)


Table 4-5 The Original Policy of Example 1

Results:
	6 iterations to achieve the optimal policy

	70 decisions are changed

	Original profit: 2.9647483

	Maximum profit: 13.56204


Table 4-6 The Results of Example 1

The changed states:

	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision

	1
	4
	1
	30
	4
	1
	60
	5
	2

	2
	4
	1
	31
	5
	1
	62
	4
	1

	3
	5
	1
	32
	5
	1
	63
	8
	1

	4
	5
	1
	34
	4
	1
	64
	5
	2

	6
	4
	1
	35
	5
	1
	65
	5
	1

	7
	4
	1
	36
	5
	2
	66
	8
	1

	8
	5
	1
	37
	4
	1
	68
	5
	1

	9
	5
	2
	38
	5
	1
	69
	5
	2

	10
	4
	1
	40
	4
	1
	70
	5
	1

	11
	4
	1
	41
	5
	2
	72
	5
	2

	12
	5
	1
	42
	4
	1
	74
	5
	1

	14
	4
	1
	44
	5
	2
	75
	8
	1

	15
	4
	1
	46
	4
	1
	77
	5
	1

	16
	5
	2
	47
	5
	1
	78
	5
	2

	17
	4
	1
	48
	8
	1
	79
	8
	1

	18
	4
	1
	50
	4
	1
	81
	5
	2

	20
	4
	1
	51
	5
	1
	83
	8
	1

	21
	5
	2
	52
	5
	2
	84
	5
	2

	22
	4
	1
	53
	5
	1
	85
	8
	1

	24
	5
	2
	54
	5
	1
	87
	5
	2

	26
	4
	1
	56
	5
	1
	89
	8
	1

	27
	4
	1
	57
	5
	2
	91
	8
	2

	28
	5
	1
	58
	5
	1
	93
	8
	2

	29
	5
	2
	
	
	
	
	
	


Table 4-7 The Changed States of Example 1

In this example, we assume voice users have higher arrival probability and higher departure probability and higher revenue. Thus the system will grant voice users more often than data users. Our computational results proof this assumption. Comparison to the continuous model, this phenomenon is more obvious. In many states it only grant to voice users although there are still some free slots. The result shows that the original policy is not a good policy. We can compare with the other policies to show that our revenue is the maximum revenue. We can see that the maximum revenue is much better than others. Table 4-8 lists the other policies and their corresponding revenue.

	Policy
	Revenue
	Policy
	Revenue

	1,7
	2.558479
	2,4
	3.321535

	2,6
	3.250601
	2,3
	3.302071

	3,5
	3.541587
	2,2
	3.286582

	4,4
	3.481306
	2,1
	3.279593

	5,3
	3.322606
	3,4
	3.536485

	6,2
	3.153488
	3,3
	3.519977

	7,1
	3.092164
	3,2
	3.506747

	1,6
	2.988958
	3,1
	3.50099

	1,5
	3.027613
	4,3
	3.459566

	1,4
	3.005107
	4,2
	3.445787

	1,3
	2.978556
	4,1
	3.440031

	1,2
	2.957198
	5,2
	3.300512

	1,1
	2.947447
	5,1
	3.293093

	2,5
	3.333861
	6,1
	3.13714


Table 4-8 The Other Policies and Their Corresponding Revenue

Example 2:

Given parameters:

	λ1 = 0.1
	μ1 = 0.1
	R1 = 5

	λ2 = 0.3
	μ2 = 0.2
	R2 = 6

	λ3 = 0.5
	μ3 = 0.3
	R3 = 10


Table 4-9 Given Parameters of Example 2

The original policy is the same as in example 1.

Results:
	11 iterations to achieve the optimal policy

	93 decisions are changed

	Original profit: 0.567252

	Maximum profit: 14.99044


Table 4-10 The Results of Example 2

The changed states:

	State
	New

Decision
	Origin Decision
	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision

	1
	3
	1
	33
	8
	5
	64
	6
	2

	2
	3
	1
	34
	6
	1
	65
	3
	1

	3
	6
	1
	35
	8
	1
	66
	8
	1

	4
	8
	1
	36
	6
	2
	67
	8
	5

	5
	8
	5
	37
	6
	1
	68
	7
	1

	6
	3
	1
	38
	8
	1
	69
	6
	2

	7
	6
	1
	39
	8
	5
	70
	8
	1

	8
	8
	1
	40
	8
	1
	71
	8
	5

	9
	6
	2
	41
	6
	2
	72
	8
	2

	10
	3
	1
	42
	8
	1
	73
	8
	5

	11
	6
	1
	43
	8
	5
	74
	3
	1

	12
	8
	1
	44
	8
	2
	75
	6
	1

	13
	8
	5
	45
	8
	5
	76
	8
	5

	14
	6
	1
	46
	3
	1
	77
	7
	1

	15
	8
	1
	47
	6
	1
	78
	6
	2

	16
	6
	2
	48
	8
	1
	79
	8
	1

	17
	6
	1
	49
	8
	5
	80
	8
	5

	18
	8
	1
	50
	3
	1
	81
	8
	2

	19
	8
	5
	51
	6
	1
	82
	8
	5

	20
	8
	1
	52
	6
	2
	83
	7
	1

	21
	6
	2
	53
	6
	1
	84
	6
	2

	22
	8
	1
	54
	8
	1
	85
	7
	1

	23
	8
	5
	55
	8
	5
	86
	8
	5

	24
	8
	2
	56
	6
	1
	87
	8
	2

	26
	3
	1
	57
	6
	2
	88
	8
	5

	27
	6
	1
	58
	8
	1
	89
	3
	1

	28
	8
	1
	59
	8
	5
	90
	8
	5

	29
	6
	2
	60
	8
	2
	91
	6
	2

	30
	3
	1
	61
	8
	5
	92
	8
	5

	31
	6
	1
	62
	3
	1
	93
	6
	2

	32
	8
	1
	63
	6
	1
	94
	8
	5


Table 4-11 The Changed States of Example 2

In this example, we give two-slot data users higher arrival rate and higher revenue. Thus the system will grant two-slot data users more often than grant others. The result shows that the system only grants data users in many states. The original policy is also not good for this case. And we have a great improvement in revenue.

Example 3:

Given parameters:

	λ1 = 0.3
	μ1 = 0.2
	R1 = 8

	λ2 = 0.25
	μ2 = 0.4
	R2 = 4

	λ3 = 0.2
	μ3 = 0.15
	R3 = 6


Table 4-12 Given Parameters of Example 3

The original policy is the same as in example 1.

Results:
	14 iterations to achieve the optimal policy

	87 decisions are changed

	Original profit: 1.873438

	Maximum profit: 6.941147


Table 4-13 The Results of Example 3

The changed states:

	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision
	State
	New Decision
	Origin Decision

	1
	3
	1
	34
	7
	1
	66
	8
	1

	2
	3
	1
	35
	8
	1
	67
	8
	5

	3
	6
	1
	36
	6
	2
	68
	7
	1

	4
	8
	1
	37
	7
	1
	69
	6
	2

	6
	3
	1
	38
	8
	1
	70
	8
	1

	7
	3
	1
	39
	8
	5
	71
	8
	5

	8
	8
	1
	40
	7
	1
	72
	8
	2

	9
	8
	2
	41
	8
	2
	73
	8
	5

	10
	7
	1
	42
	8
	1
	74
	3
	1

	11
	7
	1
	44
	8
	2
	75
	8
	1

	12
	8
	1
	46
	3
	1
	76
	8
	5

	13
	8
	5
	47
	6
	1
	77
	3
	1

	14
	7
	1
	48
	8
	1
	78
	6
	2

	15
	8
	1
	50
	3
	1
	79
	8
	1

	16
	5
	2
	51
	6
	1
	80
	8
	5

	17
	7
	1
	52
	6
	2
	81
	6
	2

	18
	8
	1
	53
	7
	1
	82
	8
	5

	20
	7
	1
	54
	8
	1
	83
	3
	1

	21
	5
	2
	55
	8
	5
	84
	6
	2

	22
	8
	1
	56
	7
	1
	85
	6
	1

	24
	5
	2
	57
	8
	2
	86
	8
	5

	26
	3
	1
	58
	8
	1
	87
	6
	2

	27
	6
	1
	59
	8
	5
	88
	8
	5

	28
	8
	1
	60
	8
	2
	89
	6
	1

	29
	6
	2
	61
	8
	5
	90
	8
	5

	30
	3
	1
	62
	3
	1
	91
	6
	2

	31
	6
	1
	63
	6
	1
	92
	8
	5

	32
	8
	1
	64
	6
	2
	93
	6
	2

	33
	8
	5
	65
	3
	1
	94
	8
	5


Table 4-14 The Changed States of Example 3

We have a little change in this example. Voice users and data users almost have the same arrival rate, and voice users’ departure rate is higher than two-slot data users but lower than single-slot data users. And voice users’ revenue is higher than data users’. The result is shown in table 4-14.

We can see that in discrete model the original policy is not suitable for most cases. And the system tends to grant users separately rather than grant all users because this will cause higher long-term revenue in our model. Because our goal is to get the maximum revenue for the system, we don’t consider other issues.

Chapter 5 Summary and Future Research
5.1 Summary

In this thesis, we developed a mathematical model to describe the GPRS time slot allocation problem. We briefly introduce the background of GPRS architecture and some resource allocating issues.

We model the problem in two ways: continuous-time and discrete. Our goal is to find the best policy of time slot allocation to maximize the system long-term revenue. We use Markovian decision process to solve our problem. There are two methods when applying Markovian decision process, and we use policy iteration method because its efficiency is better.


We list three examples for each problem to test our model. We can see that in our model grant any users as long as there are free slots in the system is not a good policy in some cases. From these examples we try to find some principles and give vendors some suggestions. 

5.2 Future Research

After completing the work, there are still other issues to be done for GPRS time slot allocation systems. First, in our model we only consider three classes of users. But in real world, other users are also possible. Maybe there will be a user who need three-slot simultaneously to transmit his data. Demands for more slots are also possible. Considering these classes of users will make our model become more complicated, but in order to improve the accuracy of the model, it is necessary.

Second, the total time slots of the system might be greater than 8. In real world we can use some techniques to “combine” the slots. Therefore, the total slots may be 16 or 24, even greater. Markovian decision process will not be suitable if we consider this problem because the problem size is too big. However, to improve the accuracy of our model, this consideration is still necessary.

Finally, we didn’t consider multiplexing in our model. Multiplexing is possible in GPRS system. That is, more users can use the same time slots simultaneous. The model will become very complicated if considering multiplexing and Markovian decision process might not be suitable for this problem. Although it is very difficult to model, it still needs to be considered. 
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