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中 文 摘 要

本研究乃提供一種滿足服務品質保證(QoS)之群播網路設計方法,我們的目的是基於群播開放最短路徑優先（MOSPF）協定,發展一演算法得到一組新的連結設定值(Link set metrics)來取代協定本身預設的連結設定值。而群播服務群組根據此一連結設定值,計算出群播服務群組將使用的最短路徑樹(Shortest Path Tree)。同時考慮允入控制（Admission Control）,所謂允入控制乃用於決定是否接受任何一組用戶群之服務要求，以達成確保其服務品質需求且不至於影響其他現存使用者服務品質的目標。
本研究採行之方法為首先將所擬研究之問題數學模式化為一數學規劃 （Mathematical Programming）問題，其中目標函數（Objective Function）為優化系統之整體收益，同時需滿足諸如容量限制、最短路徑樹狀路由、以及服務品質保證等條件限制，再者就此數學模式中所具有之特性，研擬出以最佳化技巧為基礎（Optimization-based）之演算法以解決此一複雜之規劃問題，為此我們發展了數個以拉格蘭氏鬆弛法（Lagrangean Relaxation）為基礎的經驗法則解題程序，這些解題程序分別應用在兩個考慮不同服務品質參數之模組上，分別是（i）流通量（Throughput）模組及（ii）服務品質保證（Quality-of-Service）模組，並在數個著名的網路拓僕上導入大規模的數據測試以驗證這些解題程序之效果及效率。

根據上述實驗的結果，可以證明本研究所提出的方法穩定度高，亦即在不同的測試條件下，如不同的網路拓僕、群播服務數量、群播服務對象的綿密性等，能求得近似最佳解（Near Optimal Solution）之優異表現。相對於直覺性的經驗法則(Heuristic)，亦有明顯的改進，在流通項模組平均可提升19%的整體收益,服務品質保證模組亦有12%的整體收益提升。另外針對服務品質保證模組我們另外提出一個動態調整連結設定值的演算法,此演算法在效能上有8%的整體收益提升,同時此演算法的計算相對於最佳化基礎的演算法較為簡單，亦是此問題的有效解決演算法之一，將此演算法在流通量模組上實作，實驗結果顯示亦有16%的整體收益提升。若將本研究所提出的兩種演算法合併使用，可以將整體收益作更有效的提升。
網路已成為現在人資訊與娛樂生活重要的一部分,群播服務可以提供更好的效能與效率。本研究基於已被廣泛運用的路由協定，提供一有效演算法，同時兼顧實用性與效能表現，也就是說本論文具有相當程度的實用與學術價值。
關鍵詞：群播開放最短路徑優先、服務品質保證、群播服務、最佳化、允入控制
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In this thesis, we intend to solve the problem of supporting Quality-of-Service (QoS) guaranteed multicast services. In MOSPF protocol, the path of the multicast datagram is a shortest path tree rooted at the datagram source. The shortest path tree is calculated by link set metrics. We intend to develop an algorithm to get a new link set metrics to substitute the MOSPF default setting. We also consider admission control mechanism. The function of admission control is to determine whether a service request can be granted such that the requested QoS of the new user group(s) and the QoS requirements for existing user group(s) can be satisfied.
In this thesis we propose two mathematical models. The first focuses on users’ throughput requirements, while the second focuses on more generic Quality-of-Service requirements, including minimum throughput requirement, end-to-end mean delay requirement, and end-to-end delay jitter requirement for each multicast group The basic approach to the algorithm is Lagrangean Relaxation and the subgradient method. From computational experiments,  the algorithm we propose is near optimal solution. The proposed algorithm is showed to the uniformly superior to a simple heuristic.  The improvement on the total revenue is 19% on the average in the  throughput model, and 12% on the average in the QoS model. Besides, we develop another heuristic for the QoS model. The heuristic adjusts link set metrics according to the current link flow. The improvement on the total revenue compared with simple heuristic can reach 8%. We also implement the heuristic in the throughput model, and the improvement on the total revenue compared with simple heuristic can reach 16%. If We jointly use the two algorithm, we will get the more improvement than use each one.

In computational experiments, the proposed algorithm determines solutions that are within a few percent of an optimal solution with 9-26 nodes both in the throughput model and QoS model.

Keywords: MOSPF, Quality-of-Service, Multicast Service, Optimization, Admission Control

Table of Contents

I謝      誌


II中 文 摘 要


IVAbstract


VITable of Contents


VIIIList of Tables


XIList of Figures


1Chapter 1 Introduction


11.1 Background


11.1.1 Quality-of-Service (QoS) Routing


21.1.2 IP Multicast


31.1.3 Multicast Open Shortest Path First (MOSPF)


61.2 Motivation


81.3 Literature Survey


81.3.1 MOSPF Routing


91.3.2 QoS Routing


111.3.3 Admission Control


121.4 Proposed Approach


131.5 Thesis Organization


14Chapter 2 Problem Formulation


142.1 Problem I: Throughput Model


142.1.1 Problem Description


152.1.2 Notation


162.1.3 Problem I Formulation


202.2 Problem II: Quality-of-Service Model


202.2.1 Problem Description


202.2.2 Notation


232.2.3 Problem II Formulation


27Chapter 3 Lagrangean Relaxation


273.1 Problem I: Throughput Model


273.1.1 Solution Approach


273.1.2 Lagrangean Relaxation


313.1.3 The Dual Problem and the Subgradient Method


333.2 Problem II: Quality-of-Service Model


333.2.1 Solution Approach


333.2.2 Lagrangean Relaxation


393.2.3 The Dual Problem and the Subgradient Method


40Chapter 4 Getting Primal Feasible Solution


404.1 Heuristics for Throughput Model


414.1.1 Sort Heuristic


414.1.2 Link set metrics


414.1.3 Drop Heuristics


424.1.4 Add Heuristics


434.2 Heuristics for Quality-of-Service Model I


434.2.1 Link set metrics


444.2.2 Drop Heuristics


444.2.3 Add Heuristics


464.3 Heuristics for Quality-of-Service Model II


47Chapter 5 Computational Experiments


475.1 Simple Algorithm for Throughput Model


485.2 Simple Algorithm for Quality-of-Service Model


495.3 Assumptions, Parameters, and Cases


535.4 Experiment Result


535.4.1 Experiment Result of Throughput Model


625.4.2 Experiment Result of Quality-of-Service Model


71Chapter 6 Conclusion


716.1 Summary


736.2 Future Work


74References




List of Tables

16Table 2-1: Notation of Problem I Given Parameters

Table 2-2: Notation of Problem I Decision Variables
16
Table 2-3: Notation of Problem II Given Parameters
22
Table 2-4: Notation of Problem II Decision Variables
22
Table 5-1: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on Mesh network.
53
Table 5-2: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on GTE network.
54
Table 5-3: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on OCT network.
55
Table 5-4: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on SWIFT network.
56
Table 5-5: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on SITA network.
57
Table 5-6: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on Mesh Network in the throughput model.
58
Table 5-7: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on GTE Network in the throughput model.
58
Table 5-8: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on OCT Network in the throughput model.
59
Table 5-9: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on SWIFT Network in the throughput model.
59
Table 5-10: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on SITA Network in the throughput model.
60
Table 5-11: Summary of computational results of  dense multicast destinations (no. of destination is 4~6 ) of  Throughput Model by using Lagrangean Relaxation method on GTE network.
61
Table 5-12: Summary of computational results of  dense multicast destinations (no. of destination is 7~10 )Throughput Model by using Lagrangean Relaxation method on GTE network.
61
Table 5-13: Summary of computational results of QoS Model by using Lagrangean Relaxation method on Mesh network.
62
Table 5-14: Summary of computational results of QoS Model by using Lagrangean Relaxation method on GTE network.
63
Table 5-15: Summary of computational results of QoS Model by using Lagrangean Relaxation method on OCT network.
64
Table 5-16: Summary of computational results of QoS Model by using Lagrangean Relaxation method on SWIFT network.
65
Table 5-17: Summary of computational results of QoS Model by using Lagrangean Relaxation method on SITA network.
66
Table 5-18: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on Mesh Network in the QoS model.
67
Table 5-19: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on GTE Network in the QoS model.
67
Table 5-20: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on OCT Network in the QoS model.
68
Table 5-21: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on SWIFT Network in the QoS model.
68
Table 5-22: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on SITA Network in the QoS model.
69
Table 5-23: Summary of computational results of dense multicast destinations (no. of destination is 4~6 )QoS Model by using Lagrangean Relaxation method on GTE network.
70
Table 5-24: Summary of computational results dense multicast destinations (no. of destination is 7~10 ) of QoS Model by using Lagrangean Relaxation method on GTE network.
70



List of Figures

Figure 1-1: MOSPF Tree Construction
5

Figure 5-1: Mesh 9-node 16-link Network Topology
50

Figure 5-2: GTE 12-node 25-link Network Topology
51

Figure 5-3: OCT 26-node 30-link Network Topology
51
Figure 5-4: SWIFT 15-node 20-link Network Topology
52

Figure 5-5: SITA 10-node 28-link Network Topology
52
Chapter 1 Introduction

1.1 Background

1.1.1 Quality-of-Service (QoS) Routing

The success of the Internet has brought the human into a new information age. On Internet, we can get the latest news, send e-mail to friends, and chat with others who are far away. But, it is not good enough for users today. Many real-time applications such as Video-on-Demand and Video-conferencing need more network resources. Users are not satisfied with unreliable, best-effort network environment. Although bandwidth continues to expand on the Internet, traffic continues to expand at a similar or greater rate. As a result, congestion continues to plague the Internet, and crucial application traffic finds itself contending for bandwidth with traffic for applications that are less crucial. The Internet and associated subnets deliver "best-effort" performance dictated by the very design of the Internet Protocol (IP). Quality-of- Service (QoS) is an umbrella term for a collection of technologies which allow network-aware applications to request and receive predictable service levels in terms of bandwidth, loss ratio and delay from QoS-enabled IP networks which can respond to requests from critical applications for either resource allocations or differentiated levels of service among shared resources [9]

 REF _Ref12557298 \r \h 
[16].
The QoS requirements of a connection are given as a set of constraints, which can be link constraints, path constraints, or tree constraints [20]. A feasible path (tree) is one that has sufficient residual resources to satisfy the QoS constraints of a connection. The basic function of QoS routing is to find such a feasible path (tree). In addition, most QoS routing algorithms consider the optimization of resources utilization measured by an abstract metric, the cost [14]

 REF _Ref457189705 \r \h 
[20]

 REF _Ref457191318 \r \h 
[25].

The goal of QoS routing is to select the network routes with sufficient resources for the requirements for every admitted connection, as well as to achieve global efficiency in resource utilization [6]

 REF _Ref12557477 \r \h 
[7].
1.1.2 IP Multicast

IP Multicast traffic for a particular (source, destination group) pair is transmitted from the source to the receivers via a spanning tree that connects all the hosts in the group. Different IP Multicast routing protocols use different techniques to construct these multicast spanning trees; once a tree is constructed, all multicast traffic is distributed over it.

IP Multicast routing protocols generally follow one of two basic approaches, depending on the expected distribution of multicast group members throughout the network. The first approach is based on assumptions that the multicast group members are densely distributed throughout the network (i.e., many of the subnets contain at least one group member) and that bandwidth is plentiful. So-called “dense-mode” multicast routing protocols rely on a technique called flooding to propagate information to all network routers. Dense-mode routing protocols include Distance Vector Multicast Routing Protocol (DVMRP), Multicast Open Shortest Path First (MOSPF), and Protocol-Independent Multicast - Dense Mode (PIM-DM).

The second approach to multicast routing basically assumes the multicast group members are sparsely distributed throughout the network and bandwidth is not necessarily widely available, for example across many regions of the Internet or if users are connected via ISDN lines. Sparse-mode does not imply that the group has a few members, just that they are widely dispersed. In this case, flooding would unnecessarily waste network bandwidth and hence could cause serious performance problems. Hence, “sparse-mode” multicast routing protocols must rely on more selective techniques to set up and maintain multicast trees. Sparse-mode routing protocols include Core Based Trees (CBT) and Protocol-Independent Multicast - Sparse Mode (PIM-SM) [16]

 REF _Ref12557583 \r \h 
[17].

1.1.3 Multicast Open Shortest Path First (MOSPF)

MOSPF protocol is the addition of the multicast enhancement to the Open Shortest Path First (OSPF) to provide efficient multicasting with an autonomous system. The path of the multicast datagram is calculated by building a shortest path tree rooted at the datagram source. The algorithm is based on Dijkstra’s shortest path algorithm. A MOSPF router distributes group location information throughout the routing area by flooding the group-membership-LSA. The Link State Database (LSDB) contains the link state advertisements sent around the area and each router holds an identical copy of the LSDB. The forward datagrams each router uses the LSDB to calculate the path of the multicast datagram as a tree whose terminal branches are network segments containing group members. Those branches that do not contain group members can then be discard, eliminating unnecessary datagram forwarding hops[6].

Multicast datagrams, which are forwarded as a data-link multicast at each hop, travel the shortest path between the datagram’s source and any particular destination group address. This occurs because a separate tree is built for each datagram’s source and destination group pair.

The datagram forwarding process will be repeated at the next-hop router. When paths from the datagram’s source to two separate group members share an initial common segment, only a single datagram is forwarded until the paths go in separate directions. The path can splits at either a router or at a network. If the path splits at a router, the router replicates the packet before it is sent. If the path splits at a network, it replicates through a data link multicast[29].

Each MOSPF router periodically collects information about multicast group membership via IGMP. This information, along with the above link-state information, is flooded to all other routers in the routing domain. Routers will update their internal link-state information based on information that they receive from adjacent routers. Each router, since it understands the topology of the entire network, can then independently calculate a least-cost spanning tree with the multicast source as the root and the group members as leaves. This tree is the path that is used to route multicast traffic from the source to each of the group members. Note that all routers will calculate exactly the same tree, since they periodically share link-state information[27]. The MOSPF tree construction is illustrated in Figure1-1[16].
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Steps shown:

1. MR 1 computes tree - knows members of group via IGMP and hence knows path to MR 4 is via MR 2, path to MR 8 is via 5, etc.

2. MR 2 computes tree - determines path to MR 4 is direct, path to MR 8 is via MR 5 and MR 3 computes tree - determines path to MR 9 is direct

3. MR 5 computes tree - determines path to MR 8 is direct.
1.2 Motivation

Today’s Internet can only provide “best-effort” service, which means it will try its best to forward user traffic, but can provide no guarantees regarding loss rate, bandwidth, delay, delay jitter, etc. Some emerged real-time, multimedia applications such as Video-conferencing, Video-on-Demand, and Internet Telephony, which require high bandwidth, low delay, and low delay jitter. In other words, these new applications require better transmission services than “best-effort”. Thus, Quality-of-Service becomes the trend of network. The QoS requirement of a connection is given as a set of constraints, which can be link constraints, path constraints, or tree constraints. A feasible path (tree) is one that has sufficient residual resources to satisfy the QoS constraints of a connection. The basic function of QoS routing is to find such a feasible path (tree). In particular, QoS features provide better and more predictable network service by[8]: 
· Supporting dedicated bandwidth 

· Improving loss characteristics 

· Avoiding and managing network congestion 

· Shaping network traffic 

· Setting traffic priorities across the network

Two technologies are currently in demand on the Internet. One is QoS guarantee, which is necessity for realize applications that have strict QoS requirements for telephone and video transmissions. The other is multicasting, for transmitting data to multiple receivers simultaneously. The great advantage of deploying the multicast technology is of bandwidth efficiency. Multicast reduces traffic by simultaneously delivering a single stream of information to multiple recipients [17]. Applications that take advantages of multicast include video conferencing, corporate communications, distance learning and distribution of software, stock quotes and news.

OSPF is a link state routing protocol, and each router performs Link State Advertisements (LSAs) to synchronize all routers in the autonomous system. OSPF takes into account link speed for better path selection instead of simple metrics like RIP’s hop count[30]. 
Today, many router vendors are supporting OSPF. In OSPF routing, the network is modeled as a graph and each link is associated with a nonnegative link set metrics. OSPF also provides the ability to assign user-configurable cost metrics to each router interface, allowing preferred paths to be specified for enhanced traffic control. 
MOSPF are defined in RFC-1584. MOSPF protocol is the addition of the multicast enhancement to the OSPF to provide efficient multicasting with an autonomous system. The path of the multicast datagram is calculated by building a shortest path tree rooted at the datagram source[26].
Thus, we try to adjust the MOSPF link metric to meet the multicast QoS requirements. The advantage of MOSPF is simple and practicable. Every network administrator can adjust the link set metrics by RS-232 interface to balance the traffic load and provide QoS applications environment.

1.3 Literature Survey

1.3.1 MOSPF Routing

MOSPF is an enhancement of OSPF V2, enabling the routing of IP multicast datagrams. OSPF is a link-state (unicast) routing protocol, providing a database describing the Autonomous System's topology[30]. IP multicast is an extension of LAN multicasting to a TCP/IP Internet. IP Multicast permits an IP host to send a single datagram that will be delivered to multiple destinations. IP multicast datagrams are identified as those packets whose destinations are class D IP addresses. Each class D address defines a multicast group.
The path taken by a multicast datagram depends both on the datagram's source and its multicast destination. Called source/destination routing, this is in contrast to most unicast datagram forwarding algorithms (like OSPF) that route based solely on destination.
The path taken between the datagram's source and any particular destination group member is the least cost path available. Cost is expressed in terms of the OSPF link-state metric.
MOSPF takes advantage of any commonality of least cost paths to destination group members. However, when members of the multicast group are spread out over multiple networks, the multicast datagram must at times be replicated. This replication is performed as few times as possible (at the tree branches), taking maximum advantage of common path segments.
MOSPF uses the Dijkstra algorithm to calculate the path of a multicast datagram through any given OSPF area. This calculation encompasses all the transit nodes (routers and networks) in the area; its cost scales as O(N*log(N)) where N is the number of transit nodes. This is the cost of a single path calculation; however,    MOSPF calculates a separate path for each source/destination tuple. This is potentially a lot of Dijkstra calculations[27].

1.3.2 QoS Routing

Ghosh, Sarangan, and Acharya [12] propose a new distributed QoS routing algorithm for unicast flows. The routing algorithm contains a new packet forwarding mechanism based on the QoS requirements of the connection. The two-level forwarding has a low overhead when compared to the flooding-based call setup. However, the algorithm only considers the bandwidth requirements, and other QoS requirements such as loss, delay, and jitter are also important. Sufficient bandwidth cannot provide smooth video-on-demand service. It should control the delay and jitter under certain requirements. Additonally, this algorithm only focus on the unicast flows and doesn’t consider multicast flows.

Kochkar, Ikenaga, and Oie [19] propose a multi-class routing algorithm based on inter-class sharing resources among multiple class of traffic. The algorithm is based on the concept of “the virtual residual bandwidth”, which is derived from the real residual bandwidth. The virtual residual bandwidth is greater than the residual bandwidth when the load of lower priority traffic is light, and smaller when the load of lower priority traffic is heavy. The algorithm has a significant improvement for best effort traffic when the best effort distribution is uneven and when its load is heavy . However, QoS requirements: loss, delay, and jitter are not considered in their work. The delay QoS requirements is crucial to modern application service.

Guerin, Orda, and Williams [13] present and discuss path selection algorithms to support QoS routes in IP networks in this paper. Their work is carried out in the extensions to the OSPF protocol, and focus is on unicast flows. In this paper, they present a number of path selection algorithms aimed at allowing the introduction of QoS routing capabilities in IP network. The algorithms provide different trade-offs between accuracy, complexity, and synergy with existing implementation. In order to contain the complexity of computing QoS paths, they choose to focus on a single QoS requirements: bandwidth. Their approach doesn’t account for other QoS requirements.

Apostolopoulos, Guerin, and Kamat [5] discuss an implement of QoS routing extensions to the OSPF routing protocol and evaluate its performance. Their evaluations are aimed at assessing the cost and feasibility of QoS routing in IP networks. The implementation shows the increased processing cost of QoS routing is not excessive, remains well within the capabilities of medium-range modern processors . However, Their QoS routing implement only consider bandwidth.     

To sum up, for the lack of the consideration of end-to-end delay and delay jitter in the QoS routing problem, an QoS mathematical formulation is proposed in this work including bandwidth, loss, delay, and delay jitter.

1.3.3 Admission Control

The objective of admission control is to regulate the operation of a network in such a way to ensure the uninterrupted service provision to the existing connections and at the same time to accommodate in an optimum way the new connection requests. This is done by managing the available network resources and allocating them in an optimum way among the system users.
The decision is based on (1) Does the new connection affect the QoS of the connections currently being carried by the network? (2) Can the network provide the QoS requested by the new connection? Once a request is accepted, the required resources must be guaranteed[28].

1.4 Proposed Approach

To solve the QoS constrained MOSPF routing problem is to get the optimal link set metrics. We also consider unicast traffic. MOSPF tree is a shortest path tree, and only one destination MOSPF tree is a shortest path from source to destination. Unicast is a special case of MOSPF.

We model the problem as an optimization problem. The problems as nonlinear integer mathematical programming problems. We will apply the Lagrangean relaxation method and the subgradient method to solve the problems [2]

 REF _Ref12557986 \r \h 
[4]

 REF _Ref12557989 \r \h 
[10].
1.5 Thesis Organization
The organization of this thesis is as following: Chapter 2 provides two problems and their mathematical formulations—throughput model and quality-of-service model. Chapter 3 provides the Lagrangean Relaxation approach, problem decomposition, and optimal solution to each subproblem. Chapter 4 describes how to get primal feasible solutions and its heuristics of each problem. Chapter 5 is our computational experiments for each problem. Finally, Chapter 6 is the summary of this thesis and also suggests some direction for the future works.

Chapter 2 Problem Formulation

2.1 Problem I: Throughput Model
2.1.1 Problem Description 

The network is modeled as a graph where each node in the graph represents a router and each arc in the graph represents a link. A user group is an application requesting for transmission in this network, which has one source and one or more destinations. Given the network topology, the capacity of links and the QoS requirements of every user group, we want to jointly determine the following decision variables: (1) the admission determination of each user group; (2) the routing assignment (a tree for multicasting or path for unicasting) of each user group; and (3) the link set metrics of each link[1].

First, we propose a throughput model for establishing a network which may ensure the minimum throughput requirement for each multicast group could be satisfied. This model is especially suitable for supporting Constant Bit Rate (CBR) services or traffic types with given Peak Cell Rate (PCR)[1]. By formulating the problem as a mathematical programming problem, we intend to solve this mathematical problem optimally for obtaining a network fitting into our goal, that is, which makes sure the throughput of each multicast group upon a given level[2]. In the network, each buffer of router is infinite. In other words, the packet will not be discard in the network.
2.1.2 Notation

	Given Parameters

	Notation
	Description
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Table 2-1: Notation of Problem I Given Parameters

	Decision Variables

	Notation
	Descriptions
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Table 2-2: Notation of Problem I Decision Variables

2.1.3 Problem I Formulation

  Optimization Problem:

Objective function:

                   min 
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The objective function of (IP1.1) is to maximize the total “revenue” eg of servicing the admitted multicast groups g, where g(G and G is the set of user groups requesting for connection. Revenue eg can be viewed to reflect the priority of user group g, while different choices of eg may provide different physical meanings of the objective function. For example, if eg is chosen to be the mean traffic requirement of user group g, then the objective function is to maximize the total system throughput. If eg is chosen to be the earnings of servicing user group g, then the objective function is to maximize the total system revenue. In general, if user group g is to be given a higher priority, then the corresponding eg may be assigned a larger value[1]. 

A user group would be rejected whenever its the throughput requirement cannot be satisfied [1]. 
Constraint (1.1) is referred to the capacity constraint, which requires that the aggregate flows on each link l not exceed its physical capacity 
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. Constraints (1.2) and (1.3) require that the number of links on the multicast tree adopted by the multicast group g be at least the maximum of hg and the cardinality of Dg. The hg and the cardinality of Dg are the legitimate lower bounds of the number of links on the multicast tree adopted by the multicast group g[3]. Constraint (1.4) is referred to as the tree constraint, which requires that the union of the selected path(s) for the destination(s) of user group g forms a tree. Constraints (1.5) and (1.6) requires that exactly one path is selected for each multicast source/destination pair. The left hand side of (1.7) is the routing cost for multicast source/destination pair of group g. The right hand side of (1.7) is the cost of path 
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. Constraint (1.7) requires that for each multicast source/destination pair a shortest path be used to carry the individual addressed traffic where the link set metrics of link l is 
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[23]. Constraint (1.9) and (1.10) requires that if a group g which is not admitted to the network, the flag of group g:
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 must be 0, and select no paths. Constraint (1.11) and (1.12) are both redundancy. Constraint (1.11) requires the number of selected incoming links 
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 to node is 1 or 0. Constraint (1.12) requires there is no selected incoming links
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 to node which is the root of multicast group g. Therefore, the links we select can form a tree.

2.2 Problem II: Quality-of-Service Model                 

2.2.1 Problem Description                                     

In the Quality-of-service, we establish a network which may ensure the minimum throughput requirement, end-to-end mean delay requirement, and end-to-end delay jitter requirement for each multicast group could be satisfied.                                      
This model is based on the following viable assumptions[3].

· The average delay on each link could be fully characterized by two parameters: aggregation flows and link capacity[21].

· Average delay on each link is a monotonically increasing function with respect to the aggregation flows.

· The delay function on each link is a convex function with respect to aggregate flow or link capacity. But aggregation flow and link capacity jointly may not be a convex function.

· Each link delay distribution is independent.
2.2.2 Notation

	Given Parameters

	Notation
	Description
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Table 2-3: Notation of Problem II Given Parameters

	Decision Variables

	Notation
	Descriptions
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Table 2-4: Notation of Problem II Decision Variables
2.2.3 Problem II Formulation

Optimization Problem:

Objective function:

                   min 
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The objective function of (IP2) is to maximize the total “revenue” eg of servicing the admitted multicast groups g, where g(G and G is the set of user groups requesting for connection. eg can be viewed to reflect the priority of user group g, while different choices of eg may provide different physical meanings of the objective function. For example, if eg is chosen to be the mean traffic requirement of user group g, then the objective function is to maximize the total system throughput. If eg is chosen to be the earnings of servicing user group g, then the objective function is to maximize the total system revenue. In general, if user group g is to be given a higher priority, then the corresponding eg may be assigned a larger value[1]. 

A user group would be rejected whenever (i) its the throughput requirement can not be satisfied or (ii) its admittance into the network causes the QoS of other connections (of possibly higher revenue) to become unacceptable[1]. 

Constraint (2.1) and (2.2) is referred to the capacity constraint, which requires that the aggregate flows on each link l not exceed its physical capacity 
[image: image187.wmf]l

C

. Constraints (2.3) and (2.4) requires that the number of links on the multicast tree adopted by the multicast group g be at least the maximum of hg and the cardinality of Dg. The hg and the cardinality of Dg are the legitimate lower bounds of the number of links on the multicast tree adopted by the multicast group g[3]. Constraint (2.5) is referred to as the tree constraint, which requires that the union of the selected path(s) for the destination(s) of user group g forms a tree. Constraints (2.6) and (2.7) requires that exactly one path is selected for each multicast source/destination pair. The left hand side of (2.8) is the routing cost for multicast source/destination pair of group g. The right hand side of (2.8) is the cost of path 
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. Constraint (2.8) requires that for each multicast source/destination pair a shortest path be used to carry the individual addressed traffic where the link set metrics of link l is 
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. Constraint (2.9) requires that the end-to-end average delay should be no longer than maximum allowable end-to-end average delay requirement for all users. Constraint (2.10) requires that the end-to-end delay jitter should be no longer than maximum allowable end-to-end delay jitter requirement for all users. Constraint (2.11) requires that the link set metrics be nonnegative [1]
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[23]. Constraint (2.12) and (2.13) require the union of links which are selected by group g for destination d is the shortest path. Constraint (2.14) requires the probability of the end-to-end average delay over the threshold T is under 
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[24].Constraint (2.15) and (2.16) require the maximum allowable end-to-end average delay and maximum allowable end-to-end delay jitter are the set of integers. Thus, we can easily decide the value of them. Constraint (2.17) and (2.18) requires that if a group g which is not admitted to the network, the flag of group g:
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 must be 0, and select no paths. Constraint (2.19) and (2.20) are both redundancy. Constraint (2.19) requires the number of selected incoming links 
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 to node is 1 or 0. Constraint (2.20) requires there is no selected incoming links
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 to node which is the root of multicast group g. Therefore, the links we select can construct a tree.

Chapter 3 Lagrangean Relaxation

3.1 Problem I: Throughput Model

3.1.1 Solution Approach
By using the Lagrangean Relaxation method, we can transform the primal problem (IP1.1) into the following Lagrangean Relaxation problem (LR1.1) where Constraints (1.1), (1.4), and (1.9) are relaxed.
3.1.2 Lagrangean Relaxation
For a vector of non-negative Lagrangean multipliers, a Lagrangean Relaxation problem of (IP1.1) is given by

Optimization problem (LR1.1):
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       (LR 1.1)                           

subject to:
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where 
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the Subproblem can be further decomposed into |G||Dg| independent shortest path problems with nonnegative arc weights. Each shortest path problem can be easily solved by the Dijkstra’s algorithm, the link cost is 
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The algorithm to solve ( Subproblem 1.2 ) is stated as follows[3]:

Step 1. Compute max{hg,|Dg|} for multicast group g.

Step 2. Compute the number of negative coefficient 
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 for all links on multicast group g.

Step 3. If the number of negative coefficient is greater than max{hg,|Dg|} for multicast group g, then assign the corresponding negative coefficient of ygl to 1 and 0 otherwise.

Step 4. If the number of negative coefficient is no greater than max{hg,|Dg|} for multicast group g, then assign the corresponding negative coefficient of ygl to 1. Then, assign [max{hg,|Dg|} ( the number of negative coefficient of ygl] numbers of smallest positive coefficient of ygl to 1 and 0 otherwise.

Subproblem 1.3: (related to decision variable
[image: image241.wmf]g

z

)

[image: image242.wmf]1.3

()

Sub

Z

l

=

 min 
[image: image243.wmf]()

g

ggdg

gGdD

ez

l

ÎÎ

-+

åå


subject to:

	
[image: image244.wmf]g

z

=

0 or 1
	
[image: image245.wmf]gG

"Î

.
	(1.10)


The Subproblem is to determine 
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3.1.3 The Dual Problem and the Subgradient Method
According to the weak Lagrangean duality theorem [11], for any
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There are several methods to solve the dual problem (D1.1). Among them is the most popular method, the subgradient method, which is employed here [15]. Let a vector g be a subgradient of
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3.2 Problem II: Quality-of-Service Model

3.2.1 Solution Approach

By using the Lagrangean Relaxation method, we can transform the primal problem (IP2.1) into the following Lagrangean Relaxation problem (LR2.1) where Constraints (2.1), (2.5), ,(2.9), (2.10), (2.12)and (2.17) are relaxed.
3.2.2 Lagrangean Relaxation

For a vector of non-negative Lagrangean multipliers, a Lagrangean Relaxation problem of (IP2.1) is given by

Optimization problem (LR2.1):
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where 
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the Subproblem can be further decomposed into |G||Dg| independent shortest path problems with nonnegative arc weights. Each shortest path problem can be easily solved by the Dijkstra’s algorithm, the link cost is 
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The algorithm to solve ( Subproblem 2.2 ) is stated as follows[3]:

Step 1. Compute max{hg,|Dg|} for multicast group g.

Step 2. Compute the number of negative coefficient 
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 for all links on multicast group g.

Step 3. If the number of negative coefficient is greater than max{hg,|Dg|} for multicast group g, then assign the corresponding negative coefficient of ygl to 1 and 0 otherwise.

Step 4. If the number of negative coefficient is no greater than max{hg,|Dg|} for multicast group g, then assign the corresponding negative coefficient of ygl to 1. Then, assign [max{hg,|Dg|} ( the number of negative coefficient of ygl] numbers of smallest positive coefficient of ygl to 1 and 0 otherwise.
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Subproblem 2.3 is complicated due to the coupling of 
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 and is 0 otherwise. Therefore, within an interval, the objective is only a function of 
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We may easily solve Subproblem 2.4 optimally by exhaustively searching from the known set of 
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Subproblem 2.5: (related to decision variable
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The Subproblem is to determine 
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3.2.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [11], for any
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Dual Problem (D2.1):
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There are several methods to solve the dual problem (D2.1). Among them is the most popular method, the subgradient method, which is employed here[15]. Let a vector g be a subgradient of
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Chapter 4 Getting Primal Feasible Solution

4.1 Heuristics for Throughput Model

To calculate primal feasible solutions for the throughput model, solution to the Lagrangean Relaxation problems are considered. The set of 
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 obtained by solving (Subproblem 1.1) may not be a valid solution to problem (IP 1.1) because the capacity constraint are relaxed. Capacity constraint may be violated for some links. The Set of 
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Thus, we need additional heuristics to obtain a primal feasible solution. In this section, we describe the detail of the heuristics.

4.1.1 Sort Heuristic

Sort on all user groups g 
[image: image385.wmf]G

Î
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 dividing by their cost. The cost of user group is the traffic demand of group g * the number of destination of user group g. Pick the group with the largest value, and try next group.

4.1.2 Link set metrics

In each iteration of solving dual problem (D1.1), a set of multiplier 
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 be 1. Dijkstra shortest path algorithm is then applied to determining a shortest path spanning tree for each group root to deliver the multicast traffic.

4.1.3 Drop Heuristics

Each group construct its multicast tree, but there is no guarantee that link capacity constraint is not be violated. Then, we check traffic flow of each links. If the capacity constraint is satisfied, we get a feasible solution. If it is not , we will reject some user groups and they are assigned to a artificial tree 
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. The steps of drop heuristics are as fallow:

1. Sort on all user groups by the value of their revenue dividing by the resource they used. The resource they used is their traffic demand 
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* the number of links they selected.

2. Pick the smallest value one, and remove it from network. The group was assigned to the artificial tree.

2. Check all links. If the capacity constraint is satisfied, stop drop user group.

If there is not , repeat step 1 and 2.

4.1.4 Add Heuristics

After drop heuristics, we get a feasible solution some user groups were dropped. Those groups need another chance for being admitted and improve the total revenue of network. The steps of add heuristics are as fallow:

1. Sort on all user groups which were not admitted by their traffic demand 
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.

2. Pick the smallest traffic demand one, and try to put it into the network.

3. Check all links. If the capacity constraint is satisfied, repeat step 1 and 2. Otherwise stop the add heuristic.

4.2 Heuristics for Quality-of-Service Model I

The set of 
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values obtained by solving Problem (LR2.1) describe above may not be a valid solution to Problem (IP2.1) because the capacity constraints may be violated for certain links and the end-to-end QoS constraints may be violated for certain destination of user groups as well. Thus, we need additional heuristics to obtain a primal feasible solution. In this section, we describe the detail of the heuristics.

4.2.1 Link set metrics

A heuristics for determining the link set metrics is to let 
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be initial value: 1. Calculate the set of 
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, find the times of each link is selected. Let 
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 divided by the value of each link. Dijkstra shortest path algorithm is then applied to determining a shortest path spanning tree for each group root to deliver the multicast traffic.

Another heuristics for determining the link set metrics is to let 
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be 1*
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, if 
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 is not zero. Otherwise 
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 be 1. Dijkstra shortest path algorithm is then applied to determining a shortest path spanning tree for each group root to deliver the multicast traffic. We both use the two heuristics in the Lagrangean Relaxation method, and choose the better one in each case.

4.2.2 Drop Heuristics

Each group construct its multicast tree, but there is no guarantee that link capacity constraint is not be violated. Then, we check traffic flow of each links. If the capacity constraint is satisfied, we get a feasible solution. If it is not , we will reject some user groups and they are assigned to a artificial tree 
[image: image405.wmf]g

t

'

. The steps of drop heuristics are as fallow:

1. Sort on all user groups by the value of their revenue dividing by the resource they used. The resource they used is their traffic demand 
[image: image406.wmf]g

a

* the number of links they selected.

2. Pick the smallest value one, and remove it from network. The group was assigned to the artificial tree.

2. Check all links. If the capacity constraint is satisfied, stop drop user group.

If there is not , repeat step 1 and 2.

4.2.3 Add Heuristics

After drop heuristics, we get a feasible solution some user groups were dropped. Those groups need another chance for being admitted and improve the total revenue of network. The steps of add heuristics are as fallow:

4. Sort on all user groups which were not admitted by their traffic demand 
[image: image407.wmf]g

a

.

5. Pick the smallest traffic demand one, and try to put it into the network.

6. Check all links. If the capacity constraint is satisfied, repeat step 1 and 2. Otherwise stop the add heuristic.

4.3 Heuristics for Quality-of-Service Model II

We next propose a primal approach to solving the Problem (IP2.1). The basic idea is to adjust 
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 according to the current link flow. In other words, we can observe each link flow, then adjust link set metrics to reduce the traffic flow of some heavy traffic links. Besides, we can let the following user groups to use the light traffic links. The algorithm is as follow:

1. Assign an initial value: 1 to each 
[image: image409.wmf]l
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. Set the counter k to be 0.

2. Apply Dijkstra ‘s shortest path algorithm to calculate a shortest path spanning tree for each user group. Apply one group, k =k+1.

3. If k is greater than a prespecified counter limit, stop.

4. Calculate the aggregate flow of each link.

5. For each link, the link set metrics 
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=
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*the aggregate flow/ the link capacity. 

6. Set k to be 0 and repeat step 2 ~ 6 until all user group construct their multicast tree.

7. If all user group construct their multicast tree, apply the drop and add  heuristic the same as heuristics for quality-of-service model I.

We also implement the algorithm in the throughput model, the experiments results are listed in chapter 5.

Chapter 5 Computational Experiments

In order to prove that our heuristics is good enough, we also implement two simple algorithms to compare with our heuristics.

5.1 Simple Algorithm for Throughput Model

Let 
[image: image412.wmf]l
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to be the inverse of link capacity. According the link set metrics, every user group construct its multicast tree. Check all links. If the capacity constraint is satisfied, stop it. Otherwise drop the user group as the sequence in their group ID.

5.2 Simple Algorithm for Quality-of-Service Model

Let 
[image: image413.wmf]l

a

to be the inverse of link capacity. According the link set metrics, every user group construct its multicast tree. Check all links. If the capacity constraint and end-to-end quality of service constraint are satisfied, stop it. Otherwise drop the user group as the sequence in their group ID.

5.3 Assumptions, Parameters, and Cases

These models and algorithms were coded in Python and run on a Pentium 4 2.0 G PC with 256 MB RAM. The maximum number of iteration was set to 1000 iterations, but it is flexible to reduce the number of iterations in program in some special cases. In our implementation, 
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 were initial chosen as 0, which means the worst case of rejecting all user groups. For the two models, the choice of the initial values of the multipliers was 0.

We have tested the algorithms on five networks – Mesh, GTE, OCT, SWIFT, and SITA with 9, 12, 26,15, and 10 nodes. These topology as shown in figure 5.1, 5.2, 5.3, 5.4, and 5.5. Representative results have been selected for the purpose of demonstration. Table 5-1 to Table 5-5 have the same format. For each test network, several distinct cases are considered which have different pre-determined capacity of links and traffic requirement of users. The traffic demand for each user group is drawn from a random variable uniformly distributed in a pre-specified range, which is shown in the second column of Table 5-1 through Table 5-5. The third column specifies the capacity of each link. The fourth and fifth columns show the number and the total traffic demand of new user groups, respectively. Both light and heavy loads are considered in these three networks, one can tell by jointly considering the second, third, fourth and fifth column. The sixth column is the number of users admitted after applying our model. The seventh column gives the best objective function value calculated for (IP2.1) by the proposed heuristics. The eighth column is the smallest upper bound on ZIP2.1 calculated by solving (D2.1). The ninth column presents the error difference: [(Upper Bound – Lower Bound) / Lower bound]. In the tenth column, we report the CPU time of running the program including getting lower and upper bound respectively.

The revenue of each user groups is 3, 4 ,or 5. The number of destination of user group is 2 or 3 in the throughput model and 2, 3, or 4 in quality-of-service model. The root of group and destinations of group is randomly selected in the network. The threshold of QoS model is 2.0 seconds. The overdue probability is 1%. 
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5.4 Experiment Result 

5.4.1 Experiment Result of Throughput Model

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	2.0
	10
	6
	12
	6
	-24
	-24
	0.000
	0.653

	2.
	3.0
	10
	6
	18
	6
	-24
	-24
	0.000
	0.635

	3.
	2.0~4.0
	10
	6
	18.229
	6
	-24
	-24
	0.000
	0.563

	4.
	3.0~5.0
	10
	6
	23.892
	6
	-23
	-23
	0.000
	3.262

	5.
	2.0
	10
	9
	18
	9
	-36
	-36
	0.000
	0.563

	6.
	3.0
	10
	9
	27
	9
	-35
	-35
	0.000
	0.536

	7.
	2.0~4.0
	10
	9
	26.971
	9
	-35
	-35
	0.000
	0.532

	8.
	3.0~5.0
	10
	9
	35.888
	7
	-28
	-33
	0.152
	107.250

	9.
	2.0
	10
	12
	24
	12
	-48
	-48
	0.000
	0.519

	10.
	3.0
	10
	12
	36
	11
	-46
	-48
	0.042
	112.132

	11.
	2.0~4.0
	10
	12
	35.839
	11
	-45
	-47
	0.043
	121.436

	12.
	3.0~5.0
	10
	12
	48.899
	8
	-34
	-35
	0.029
	69.230

	13.
	2.0
	10
	15
	30
	15
	-60
	-61
	0.017
	13.632

	14.
	3.0
	10
	15
	45
	12
	-49
	-50
	0.020
	99.840

	15.
	2.0~4.0
	10
	15
	46.762
	12
	-47
	-48
	0.021
	98.652

	16.
	3.0~5.0
	10
	15
	60.212
	10
	-40
	-44
	0.091
	105.633


Table 5-1: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on Mesh network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of  User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	8
	24.000
	8
	-32
	-32
	0.000
	0.532

	2.
	3.0~5.0
	10
	8
	31.963
	7
	-30
	-31
	0.032
	91.406

	3.
	2.0
	10
	12
	24.000
	12
	-48
	-48
	0.000
	0.563

	4.
	3.0
	10
	12
	36.000
	11
	-46
	-48
	0.042
	53.333

	5.
	2.0~4.0
	10
	12
	35.633
	11
	-45
	-46
	0.022
	31.593

	6.
	3.0~5.0
	10
	12
	48.362
	10
	-40
	-43
	0.069
	193.333

	7.
	2.0
	10
	16
	32.000
	16
	-64
	-64
	0.000
	2.673

	8.
	3.0
	10
	16
	48.000
	15
	-59
	-61
	0.033
	260.437

	9.
	2.0~4.0
	10
	16
	48.213
	15
	-58
	-61
	0.049
	346.667

	10.
	3.0~5.0
	10
	16
	63.786
	12
	-46
	-48
	0.042
	558.500


Table 5-2: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on GTE network.

Table 5-3: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on OCT network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	8
	24.000
	8
	-32
	-32
	0.000
	0.366

	2.
	2.0~3.0
	10
	8
	20.333
	8
	-32
	-32
	0.000
	0.693

	3.
	3.0~4.0
	10
	8
	28.455
	7
	-29
	-32
	0.094
	116.253

	4.
	2.0
	10
	15
	30.000
	15
	-60
	-62
	0.032
	3.098

	5.
	3.0
	10
	15
	45.000
	12
	-48
	-49
	0.020
	101.333

	6.
	2.0~3.0
	10
	15
	37.712
	14
	-55
	-57
	0.035
	152.362

	7.
	3.0~4.0
	10
	15
	52.633
	9
	-37
	-40
	0.075
	226.609

	8.
	2.0
	10
	20
	40.000
	17
	-69
	-70
	0.014
	270.362

	9.
	3.0
	10
	20
	60.000
	15
	-58
	-58
	0.000
	233.367

	10.
	2.0~3.0
	10
	20
	49.799
	16
	-63
	-67
	0.059
	237.203

	11.
	3.0~4.0
	10
	20
	71.023
	10
	-41
	-78
	0.474
	417.667


	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of  User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	7
	21.000
	6
	-24
	-25
	0.004
	5.363

	2.
	3.0~5.0
	10
	7
	27.965
	5
	-21
	-23
	0.087
	26.362

	3.
	1.0
	10
	13
	13.000
	13
	-52
	-52
	0.000
	0.536

	4.
	2.0
	10
	13
	26.000
	11
	-45
	-46
	0.022
	177.667

	5.
	1.0~2.0
	10
	13
	19.632
	12
	-48
	-51
	0.059
	230.321

	6.
	2.0~3.0
	10
	13
	32.463
	12
	-47
	-54
	0.129
	232.521

	7.
	1.0
	10
	20
	20.000
	20
	-80
	-80
	0.000
	0.536

	8.
	2.0
	10
	20
	40.000
	17
	-68
	-70
	0.029
	328.296

	9.
	1.0~2.0
	10
	20
	29.568
	19
	-76
	-80
	0.050
	465.458

	10.
	2.0~3.0
	10
	20
	50.465
	14
	-57
	-80
	0.287
	681.468


Table 5-4: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on SWIFT network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	4.0
	10
	6
	24.000
	6
	-24
	-24
	0.000
	0.965

	2.
	4.0~5.0
	10
	6
	26.963
	6
	-24
	-24
	0.000
	2.171

	3.
	3.0
	10
	10
	30.000
	10
	-40
	-40
	0.000
	2.968

	4.
	4.0
	10
	10
	40.000
	10
	-41
	-42
	0.024
	65.333

	5.
	3.0~4.0
	10
	10
	34.998
	10
	-40
	-41
	0.024
	64.156

	6.
	4.0~5.0
	10
	10
	44.644
	9
	-38
	-41
	0.073
	171.047

	7.
	3.0
	10
	15
	45.000
	14
	-54
	-56
	0.036
	20.939

	8.
	4.0
	10
	15
	60.000
	13
	-50
	-55
	0.091
	433.586

	9.
	3.0~4.0
	10
	15
	52.566
	13
	-54
	-57
	0.053
	288.333

	10.
	4.0~5.0
	10
	15
	67.858
	12
	-48
	-5.3
	0.094
	358.333

	11.
	3.0
	10
	20
	60.000
	17
	-69
	-72
	0.042
	464.609

	12.
	4.0
	10
	20
	80.000
	15
	-59
	-60
	0.017
	292.860

	13.
	3.0~4.0
	10
	20
	71.236
	17
	-67
	-72
	0.069
	409.625

	14
	4.0~5.0
	10
	20
	90.126
	15
	-62
	-64
	0.031
	255.963


Table 5-5: Summary of computational results of Throughput Model by using Lagrangean Relaxation method on SITA network.

From the computational results, it is observed that excellent results can be obtained by the throughput model for the Mesh, GTE, OCT, SWIFT and SITA network. For the five tested networks, the average error difference are respectively 0.026, 0.029, 0.073, 0.067 and 0.040, which means, the solutions of using the Lagrangean Relaxation method are near-optimal.
	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2

Improve to S1 (%)

	1.
	3.0
	6
	24
	23
	23
	4.35
	0.00

	2.
	3.0~5.0
	6
	23
	22
	19
	21.05
	15.79

	3.
	3.0
	9
	35
	34
	32
	9.38
	6.25

	4.
	2.0~4.0
	9
	35
	34
	33
	6.06
	3.03

	5.
	3.0~5.0
	9
	27
	26
	25
	8.00
	4.00

	6.
	3.0
	12
	46
	41
	40
	15.00
	2.50

	7.
	2.0~4.0
	12
	45
	42
	40
	12.50
	5.00

	8.
	3.0~5.0
	12
	34
	35
	31
	9.68
	12.90

	9.
	2.0
	15
	60
	59
	56
	7.14
	5.36

	10.
	3.0
	15
	49
	43
	40
	22.50
	7.5

	11.
	2.0~4.0
	15
	47
	46
	45
	4.44
	2.22

	12.
	3.0~5.0
	15
	40
	33
	32
	25.00
	3.13

	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2

Improve to S1 (%)

	1.
	3.0
	12
	46
	44
	43
	6.98
	2.33

	2.
	2.0~4.0
	12
	45
	48
	42
	7.14
	14.29

	3.
	3.0~5.0
	12
	40
	36
	34
	17.65
	5.88

	4.
	3.0
	16
	59
	55
	53
	11.32
	3.77

	5.
	2.0~4.0
	16
	58
	58
	52
	11.54
	11.54

	6.
	3.0~5.0
	16
	46
	41
	39
	17.95
	5.13


Table 5-6: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on Mesh Network in the throughput model.
Table 5-7: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on GTE Network in the throughput model.
	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1

Improve to S1 (%)
	H2

Improve to S1 (%)

	1.
	2.0
	13
	45
	52
	41
	9.76
	26.83

	2.
	1.0~2.0
	13
	48
	54
	43
	11.63
	25.58

	3.
	2.0~3.0
	13
	47
	44
	40
	17.50
	10.00

	4.
	2.0
	20
	68
	63
	58
	17.24
	8.62

	5.
	1.0~2.0
	20
	76
	74
	69
	10.14
	7.25

	6.
	2.0~3.0
	20
	57
	54
	43
	32.56
	25.58


Table 5-8: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on OCT Network in the throughput model.

	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1

Improve to S1 (%)
	H2

Improve to S1 (%)

	1.
	4.0
	10
	41
	39
	31
	32.26
	25.81

	2.
	3.0~4.0
	10
	40
	38
	32
	25.00
	18.75

	3.
	4.0~5.0
	10
	38
	39
	33
	15.15
	18.18

	4.
	3.0
	15
	57
	55
	54
	5.56
	1.85

	5.
	4.0
	15
	49
	48
	42
	16.67
	14.29

	6.
	3.0~4.0
	15
	54
	52
	45
	20.00
	15.56

	7.
	4.0~5.0
	15
	48
	49
	39
	23.08
	25.64

	8.
	3.0
	20
	69
	71
	60
	15.00
	18.33

	9.
	4.0
	20
	59
	62
	51
	15.69
	21.57

	10.
	3.0~4.0
	20
	67
	62
	49
	36.73
	26.53

	11
	4.0~5.0
	20
	62
	60
	48
	29.17
	25.00


Table 5-9: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on SWIFT Network in the throughput model.

	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1

Improve to S1 (%)
	H2

Improve to S1 (%)

	1.
	3.0
	8
	32
	32
	26
	23.08
	23.08

	2.
	2.0~3.0
	8
	32
	32
	28
	14.29
	14.29

	3.
	3.0~4.0
	8
	29
	30
	24
	20.83
	25.00

	4.
	3.0
	15
	48
	49
	40
	20.00
	22.50

	5.
	2.0~3.0
	15
	55
	57
	43
	27.91
	32.56

	6.
	3.0~4.0
	15
	37
	47
	31
	19.35
	51.61

	7.
	2.0
	20
	69
	78
	60
	15.00
	30.00

	8.
	3.0
	20
	58
	69
	48
	20.83
	43.75

	9.
	2.0~3.0
	20
	63
	65
	53
	18.87 
	22.64

	10.
	3.0~4.0
	20
	41
	46
	31
	32.26
	48.39


Table 5-10: Comparison of Lagrangean Relaxation method, heuristics-2, and simple method on SITA Network in the throughput model.

On Table 5-6 to 5-10, our algorithm performs better than the S1 heuristic for throughput model. For the test networks, our algorithm achieves up to 4.35% to 36.73% (average 18.66%)  improvement in the total revenue over S1 heuristic. The H2 heuristics for throughput model achieves up to 0.00% to 51.61% (average 16.12%) improvement in the total revenue over S1 heuristic

Table 5-11: Summary of computational results of  dense multicast destinations (no. of destination is 4~6 ) of  Throughput Model by using Lagrangean Relaxation method on GTE network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	8
	24.000
	7
	-30
	-32
	0.063
	95.282

	2.
	3.0~5.0
	10
	8
	31.
	5
	-21
	-23
	0.087
	313.015


	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	8
	24.000
	8
	-31
	-33
	0.060
	7.453

	2.
	3.0~5.0
	10
	8
	31.873
	6
	-25
	-27
	0.074
	120.355

	3.
	2.0
	10
	12
	24.000
	12
	-48
	-48
	0.000
	8.328

	4.
	3.0
	10
	12
	36.000
	10
	-40
	-43
	0.070
	129.609

	5.
	2.0~4.0
	10
	12
	35.536
	10
	-39
	-41
	0.049
	259.255

	6.
	3.0~5.0
	10
	12
	48.212
	7
	-29
	-33
	0.121
	362.406


Table 5-12: Summary of computational results of  dense multicast destinations (no. of destination is 7~10 )Throughput Model by using Lagrangean Relaxation method on GTE network.

On Table 5-11 and 5-12, the average error difference are respectively 0.062 and 0.075, which means, the solutions of using the Lagrangean Relaxation method are still near-optimal in the dense multicast destinations.

5.4.2 Experiment Result of Quality-of-Service Model

	pythoCase

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	2.0
	10
	6
	12
	6
	-24
	-24
	0.000
	8.703

	2.
	3.0
	10
	6
	18
	6
	-24
	-24
	0.000
	10.362

	3.
	2.0~3.0
	10
	6
	18.566
	6
	-24
	-24
	0.000
	11.250

	4.
	3.0~4.0
	10
	6
	23.586
	6
	-23
	-24
	0.042
	23.625

	5.
	2.0
	10
	9
	18
	9
	-36
	-36
	0.000
	23.234

	6.
	3.0
	10
	9
	27
	7
	-27
	-29
	0.069
	90.547

	7.
	2.0~3.0
	10
	9
	27.171
	9
	-36
	-36
	0.000
	58.362

	8.
	3.0~4.0
	10
	9
	36.288
	7
	-29
	-31
	0.065
	138.328

	9.
	2.0
	10
	12
	24
	11
	-46
	-48
	0.042
	80.843

	10.
	3.0
	10
	12
	36
	9
	-37
	-41
	0.098
	688.296

	11.
	2.0~3.0
	10
	12
	36.839
	10
	-39
	-44
	0.114
	260.687


Table 5-13: Summary of computational results of QoS Model by using Lagrangean Relaxation method on Mesh network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	6
	18.000
	6
	-24
	-24
	0.000
	19.922

	2.
	3.0~4.0
	10
	6
	20.649
	6
	-23
	-23
	0.000
	45.609

	3.
	2.0
	10
	12
	24.000
	12
	-48
	-48
	0.000
	87.079

	4.
	3.0
	10
	12
	36.000
	10
	-41
	-45
	0.089
	670.984

	5.
	2.0~3.0
	10
	12
	30.126
	11
	-45
	-48
	0.063
	281.554

	6.
	3.0~4.0
	10
	12
	41.997
	9
	-38
	-43
	0.116
	530.485

	7.
	2.0
	10
	15
	30.000
	15
	-60
	-60
	0.000
	116.828

	8.
	3.0
	10
	15
	45.000
	11
	-43
	-58
	0.259
	514.362

	9.
	2.0~3.0
	10
	15
	39.868
	14
	-55
	-58
	0.052
	358.922

	10.
	2.0
	10
	20
	40.000
	19
	-78
	-85
	0.082
	133.438

	11.
	3.0
	10
	20
	60.000
	13
	-54
	-59
	0.085
	250.093

	12.
	2.0~3.0
	10
	20
	51.032
	17
	-67
	-74
	0.095
	463.145


Table 5-14: Summary of computational results of QoS Model by using Lagrangean Relaxation method on GTE network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	1.0
	10
	7
	7.000
	7
	-28
	-28
	0.000
	35.516

	2.
	2.0
	10
	7
	14.000
	6
	-26
	-29
	0.037
	65.363

	3.
	1.0~2.0
	10
	7
	10.731
	7
	-29
	-29
	0.000
	38.406

	4.
	2.0~3.0
	10
	7
	17.308
	6
	-23
	-25
	0.008
	131.640

	5.
	1.0
	10
	13
	13.000
	13
	-52
	-52
	0.000
	94.356

	6.
	2.0
	10
	13
	26.000
	10
	-39
	-48
	0.188
	175.156

	7.
	1.0~2.0
	10
	13
	19.598
	11
	-43
	-52
	0.173
	490.828

	8.
	1.0
	10
	20
	20.000
	18
	-71
	-77
	0.078
	863.332

	9.
	1.0~2.0
	10
	20
	29.795
	13
	-53
	-73
	0.274
	1253.263


Table 5-15: Summary of computational results of QoS Model by using Lagrangean Relaxation method on OCT network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	2.0
	10
	6
	12.000
	6
	-24
	-24
	0.000
	11.848

	2.
	1.0~2.0
	10
	6
	9.135
	6
	-25
	-25
	0.000
	10.981

	3.
	2.0~3.0
	10
	6
	14.896
	6
	-23
	-25
	0.080
	11.047

	4.
	1.0
	10
	10
	10.000
	10
	-41
	-41
	0.000
	29.172

	5.
	2.0
	10
	10
	20.000
	10
	-42
	-42
	0.000
	25.438

	6.
	1.0~2.0
	10
	10
	15.633
	10
	-40
	-40
	0.000
	27.093

	7.
	2.0~3.0
	10
	10
	24.963
	8
	-34
	-36
	0.056
	339.797

	8.
	1.0
	10
	15
	15.000
	15
	-60
	-60
	0.000
	56.969

	9.
	1.0~2.0
	10
	15
	23.377
	14
	-58
	-60
	0.033
	52.898

	10.
	1.0
	10
	20
	20.000
	20
	-80
	-80
	0.000
	107.953

	11.
	1.0~2.0
	10
	20
	30.553
	17
	-72
	-80
	0.100
	1297.344


Table 5-16: Summary of computational results of QoS Model by using Lagrangean Relaxation method on SWIFT network.

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	6
	18.000
	6
	-24
	-24
	0.000
	44.704

	2.
	3.0~4.0
	10
	6
	21.305
	6
	-23
	-23
	0.000
	41.375

	3.
	2.0
	10
	10
	20.000
	10
	-40
	-40
	0.000
	85.156

	4.
	3.0
	10
	10
	30.000
	9
	-35
	-36
	0.028
	182.593

	5.
	2.0~3.0
	10
	10
	24.817
	10
	-40
	-40
	0.000
	72.968

	6.
	3.0~4.0
	10
	10
	35.152
	9
	-37
	-39
	0.051
	82.667

	7.
	2.0
	10
	15
	30.000
	15
	-59
	-59
	0.000
	189.667

	8.
	3.0
	10
	15
	45.000
	11
	-45
	-49
	0.082
	1225.781

	9.
	2.0~3.0
	10
	15
	37.301
	14
	-55
	-59
	0.068
	297.594

	10.
	2.0
	10
	20
	40.000
	20
	-79
	-79
	0.000
	329.110

	11.
	2.0~3.0
	10
	20
	49.975
	18
	-74
	-79
	0.063
	1065.687


Table 5-17: Summary of computational results of QoS Model by using Lagrangean Relaxation method on SITA network.

From the computational results, it is observed that excellent results can be obtained by the QoS model for the Mesh, GTE, OCT, SWIFT and SITA network. For the five tested network, the average error difference are respectively 0.039, 0.070, 0.084, 0.024 and 0.027, which means, the solutions of using the Lagrangean Relaxation method are near-optimal.
	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2 Improve to S1 (%)

	1.
	3.0~4.0
	6
	24
	24
	19
	26.32
	26.32

	2.
	3.0
	9
	27
	26
	22
	22.73
	18.18

	3.
	3.0~4.0
	9
	29
	28
	21
	38.10
	33.33

	4.
	2.0
	12
	46
	46
	45
	2.22
	2.22

	5.
	3.0
	12
	37
	32
	24
	54.17
	33.33

	6.
	2.0~3.0
	12
	39
	40
	35
	11.43
	14.29


Table 5-18: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on Mesh Network in the QoS model.
	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2 Improve to S1 (%)

	1.
	3.0~4.0
	6
	23
	21
	20
	15.00
	5.00

	2.
	3.0
	12
	41
	36
	33
	25.81
	9.09

	3.
	2.0~3.0
	12
	45
	42
	38
	18.42
	10.52

	4.
	3.0~4.0
	12
	38
	35
	31
	22.58
	12.90

	5.
	3.0
	15
	43
	42
	35
	22.86
	20.00

	6.
	2.0~3.0
	15
	55
	55
	51
	7.84
	7.84

	7.
	3.0
	20
	54
	46
	43
	25.58
	2.32

	8.
	2.0~3.0
	20
	67
	60
	59
	13.56
	1.69


Table 5-19: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on GTE Network in the QoS model.

	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2 Improve to S1 (%)

	1.
	2.0
	7
	26
	24
	23
	13.04
	4.30

	2.
	2.0~3.0
	7
	23
	22
	22
	4.54
	0.00

	3.
	2.0
	13
	39
	35
	32
	21.88
	9.38

	4.
	1.0~2.0
	13
	43
	43
	39
	10.26
	10.26

	5.
	1.0
	20
	71
	69
	62
	14.52
	11.29

	6.
	1.0~2.0
	20
	53
	52
	48
	10.42
	8.33


Table 5-20: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on OCT Network in the QoS model.
	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2 Improve to S1 (%)

	1.
	2.0
	10
	42
	37
	35
	20.00
	5.71

	2.
	2.0~3.0
	10
	34
	35
	33
	3.03
	6.06

	3.
	1.0~2.0
	15
	58
	60
	55
	5.45
	9.09

	4.
	0.5~2.5
	15
	59
	59
	55
	7.27
	7.27

	5.
	1.0~2.0
	20
	72
	69
	68
	5.88
	1.47


Table 5-21: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on SWIFT Network in the QoS model.
	Case

No.
	Traffic

Range

(Mbps)
	No. of Requested User

Groups
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	S1
	H1 Improve to S1 (%)
	H2 Improve to S1 (%)

	1.
	3.0~4.0
	6
	23
	23
	20
	15.00
	15.00

	2.
	3.0
	10
	35
	34
	31
	12.90
	9.68

	3.
	3.0~4.0
	10
	37
	39
	34
	8.82
	14.71

	4.
	2.0
	15
	59
	58
	57
	3.51
	1.75

	5.
	3.0
	15
	45
	45
	39
	15.38
	15.38

	6.
	2.0~3.0
	15
	55
	53
	49
	12.24
	8.16

	7.
	2.0
	20
	79
	71
	69
	14.49
	2.90

	8.
	2.0~3.0
	20
	74
	67
	63
	19.05
	6.35


Table 5-22: Comparison of Lagrangean Relaxation method, heuristics-2 and simple method on SITA Network in the QoS model.

On Table 5-18 to 5-22, our algorithm performs better than the S1 heuristic for QoS model. For the test networks, our algorithm achieves up to 3.03% to 54.17% (average 12.19%) improvement in the total revenue over S1 heuristic. The H2 heuristics for QoS model achieves up to 1.75% to 26.32% (average 8.00%) improvement in the total revenue over S1 heuristic

	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	6
	18.000
	5
	-19
	-19
	0.000
	359.625

	2.
	3.0~4.0
	10
	6
	20.567
	4
	-16
	-17
	0.059
	491.469

	3.
	2.0
	10
	12
	24.000
	10
	-42
	-42
	0.000
	2147.251

	4.
	3.0
	10
	12
	36.000
	7
	-29
	-30
	0.033
	2483.406

	5.
	2.0~3.0
	10
	12
	30.066
	9
	-37
	-40
	0.075
	1951.297


Table 5-23: Summary of computational results of dense multicast destinations (no. of destination is 4~6 )QoS Model by using Lagrangean Relaxation method on GTE network.
	Case

No.
	Traffic

Range

(Mbps)
	Link

Capacity

(Mbps)
	No. of Requested User

Groups
	Total

Traffic

Of Requested User Groups

(Mbps)
	No. of Admitted user groups
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	1.
	3.0
	10
	6
	18.000
	4
	-18
	-19
	0.053
	876.14

	2.
	3.0~4.0
	10
	6
	20.567
	3
	-14
	-15
	0.067
	1115.235


Table 5-24: Summary of computational results dense multicast destinations (no. of destination is 7~10 ) of QoS Model by using Lagrangean Relaxation method on GTE network.

On Table 5-23 and 5-24, the average error difference are respectively 0.033 and 0.060, which means, the solutions of using the Lagrangean Relaxation method are still near-optimal in the dense multicast destinations.

Chapter 6 Conclusion

6.1 Summary 

In this thesis, our work emphasize on considering the admission control, routing, and end-to-end quality-of-service problem jointly. At first, we formulate the problem into mathematical formulations. The solution methodology we taken was based upon Lagrangean Relaxation method. In this solution procedure, we relax some complicated constraint and decompose the primal problem into several subproblems . Primal feasible solutions are obtained by some heuristics and we propose a link set metrics adjust method by the aggregate flow on links. We implement the algorithm and test five well-known network topologies. In computational experiments, the proposed algorithm determines solutions that are within a few percent of an optimal solution with 9-26 nodes both in the throughput model and QoS model (error difference in the throughput model is 0.047 on average, error difference in the QoS model is 0.049 on average) . In terms of performance, our Lagrangean Relaxation based solution has more significant improvement than simple heuristics.  The improvement on the total revenue can reach 19% on the average in the throughput model, and 12% on the average in the QoS model. The improvement of heuristics 2 in the QoS model on the total revenue can reach 8% on the average. The improvement of heuristics 2 in the throughput model on the total revenue can reach 16% on the average.

The contribution of this research would be with both practical and academy value. In practice, we implement an algorithm for constructing a QoS-constrained MOSPF network, In academy, our algorithm is a realization of QoS-constrained multicast routing by optimization-based technique and the effectiveness of the algorithms is quite good. 
6.2 Future Work

First, in this paper, we only consider fixed link capacity. If the link capacity can expand dynamically by add the cost user groups admitted in the network. In other words, one user group can reduce the revenue it taken to expand some bottleneck link capacity. In this way the group can be admitted to the network.

Second, in Problem II: Quality-of-Service Model, we set all user group has the same QoS requirements. But, every user group may has different QoS requirements, and even some groups don’t need QoS in real world. In the future, we can consider different type of QoS requirements user groups at the same time.

Finally, in this thesis, all user groups has the same link set metrics. If different class of groups can has different link set metrics. The problem will become more complexity and interesting. 
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Figure 5-5 10-node 28-link SITA network





Figure 5-4 15-node 20-link SWIFT network





Figure 5-3 26-node 30-link OCT network





Figure 5-2 12-node 25-link GTE network





Figure 5-1 9-node 16-link Mesh network
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Figure 1-1 MOSPF Tree Construction
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