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論文摘要

近年來，網際網路通訊協定資料流量呈現爆炸性的成長，未來網際網路通訊協定應用領域將在通訊網路中扮演提供多項服務之標準。在光通訊網路技術中，波分多工網路是被廣泛期許的傳輸標準之一，由目前發展之顯示，波分多工網路未來將在橫跨大區域之網際網路骨幹網路中扮演實體傳輸層要角。

為能提供網際網路通訊協定相關應用之快速成長趨勢，基於波分多工網路技術所帶來之大量頻寬優勢，目前許多專家正致力將此兩種技術做更緊密結合。目前研究大多著重於能在波分多工網路上直接支援網際網路通訊協定資料訊務，如此一來不但能夠省卻中間其他通訊協定層，又能夠提供所需要功能，此即所謂IP over WDM。為能有效的利用IP over WDM網路並執行訊務工程，本篇論文處理IP over WDM網路之初始規劃建置問題，在使用開放式最短路徑優先網際網路通訊協定及在其他限制條件下，希望能建立網路連結之極大值使用率極小化的網路。

我們將整個問題仔細地分析轉換成一個最佳化數學模型，這個數學問題在本質上是一個非線性混和整數規劃問題，問題的本身具有高度的複雜性和困難度。我們採用以拉格蘭日鬆弛法為基礎的方法來處理此一複雜問題，並根據所得到的結果發展了一組簡易的演算法。我們設計數項實驗以測試所提出演算法的效率及效能。實驗結果顯示，綜合考慮適存性因子相較於其他設計演算法呈現出大幅的改善。

關鍵詞：網際網路通訊協定、開放式最短路徑優先、波分多工網路、流量工程、網路規劃、極大值之極小化、路由、波長分配、最佳化、拉格蘭日鬆弛法、數學規劃。
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JOINT MINMAX OSPF IP ROUTING ASSIGNMENT AND LIGHTPATH ROUTING AND WAVELENGTH ASSIGNMENT IN IP OVER WDM NETWORKS
Recently IP traffic has increased explosively due to web browsing and emerging multimedia services. 
Wavelength division multiplexing (WDM) has been considered as a promising transmission technology in optical communication networks. Researchers now are trying to find a way to support IP traffic on the DWDM network directly, without intervening intermediate layers. This concept is known as IP over WDM. 
In the proposed research, the problem of traffic engineering in IP over WDM networks is studied.

The problem has been formulated as a combinatorial optimization problem, where the objective function is to minimize the maximum link utilization in the IP network established upon the underlying WDM network subject to IP/WDM link capacity constraints, wavelength continuity constraints, add/drop port constraints and multicommodity flow constraints. The decision variables in the formulations include IP-layer topology design, IP layer routing assignment, WDM layer lightpath routing assignment and WDM layer wavelength assignment.

The basic approach to the algorithm development for this model is Lagrangian relaxation in conjunction with a number of optimization techniques. In computational experiments, the proposed algorithms are show to be efficient and effective.
Keywords: IP, OSPF, WDM, Traffic Engineering, Network Planning, Minmax, Routing, Wavelength Assignment, Optimization, Lagrangian Relaxation, Mathematical Programming.
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Chapter 1 Introduction

1.1 Background

The Internet, which uses Internet Protocol (IP) as network layer protocol, interconnects many geographically separated subnetworks together. IP provides an unreliable, best-effort, and connectionless packet delivery service [8]. Recently IP traffic has increased explosively due to web browsing and emerging multimedia services such as voice and video services. It has become clear that the common traffic convergence layer in communication networks is going to be IP [13]. For the delivery of tremendous IP traffic aggregated form various applications, high-speed transmission and switching technologies are usually employed in campus and backbone networks.

Wavelength division multiplexing (WDM) has been considered as a promising transmission technology in optical communication networks. WDM can be viewed as a parallel set of optical channels, each using a slightly different light wavelength, but all being multiplexing on the same fiber. Current development activities indicate that WDM technology will be deployed mainly in a backbone network for large regions [21]. WDM also can enhance an optical network’s capacity without expensive re-cabling and can tremendously reduce the cost of network upgrades [23].

At First, some telecommunication companies deployed WDM technology for a fixed point-to-point communication. This deployment was driven by the increasing demands on bandwidth. WDM is a more cost-effective alternative compared to laying more fibers [21]. After that, significant advances in optical component technologies (e.g., amplifiers, fibers, filter and laser sources) have brought about more advanced WDM sub-systems providing wavelength routing functions, such as static/reconfigurable optical add/drop multiplexers (OADMs), waveguide grating routers (WGRs), and reconfigurable optical cross-connects switches (OXCs) [21]. The routing function of Static OADMs and WGRs are nonreconfigurable, which means the routes of different wavelengths are fixed in these components. For reconfigurable OADMs and OXCs, their routing functions are reconfigurable and can be controlled electronically. In a WDM network employing static OADMs and WGRs in network nodes, a lightpath can be established using a wavelength, which means that the WDM network provides wavelength routing capability. This allows for overlaying “virtual” higher-layer protocol topologies on the top of the physical layer topology (WDM network), where the lightpaths represent virtual links. But static OADMs and WGRs are nonreconfigurable so the virtual topologies are not changeable. With reconfigurable OADMs and OXCs, the routing capacity of the WDM network is more flexible, because the components provide additional control in setting up connections by electronic signals. The cost and other advantages of reconfigurable WDM network over point-to-point WDM network are showed in [7].

Currently, most backbone IP transport architectures are based on ATM, and the ATM cells are encapsulated in SONET/SDH frames. On the other hand, WDM network is considered as a physical transport layer technology, which means WDM network is employed to transport traffic coming form the SONET/SDH layer (Figure 1). This multi-layer stack is required because each layer provides different functionality. The IP layer provides a basic platform to IP-based services, which are killer applications in the near future. The ATM layer provides traffic engineering functionality. The SONET layer performs tasks like signal monitoring, provisioning, grooming, and restoration. The WDM layer performs physical layer transportation task.

But the multi-layer stack has more problems than advantages. First, functional overlap is a problem. Each layer tries to perform restoration in the event of a failure, thereby creating more havoc in the system. Second, the SONET interface is advantageous for constant bit rate traffic, e.g. voice traffic, but not for bursty traffics found in the Internet, and the presence of high capacity in network eliminates the need for time division multiplexing and traffic grooming. Third, a multi-layer stack introduces undesired latency because each layer takes a period of time to process traffic. Last, the cost generated by managing and operating totally different technologies, including human resource and equipments, is too high.
[image: image8.wmf]
Figure 1-1 Network Evolution

The rapid growth of IP technology and the large bandwidth yielded by WDM technology have produced a large effort to bring these two together. Researchers now are trying to find a way to support IP traffic on the WDM network directly, without intervening intermediate layers, but still provide necessary functionality. This concept is known as IP over WDM. For example, multiprotocol label switching (MPLS) is an IP based technology and provides traffic engineering function, which is provided by ATM previously. The trend of IP over WDM is already in evidence today with the emergence of IP routers with tunable WDM laser interfaces. 

Novel approach based on MPLS framework, the multiprotocol lambda switching (MPλS) [4], is proposed to subsume optical layer provision functionality within IP domain, allowing for a more intelligent optical layer and even closer IP-WDM layer integration. Some modifications and additions are required to adapt MPLS control panel to the case of OXC. Internet Engineering Task Force (IETF) is standardizing these under the name of generalized MPLS (GMPLS). MPλS aims at extending the OSPF and IS-IS routing protocols to carry additional information to consider both physical topology and virtual topology of WDM network. It also aims at adapting the MPLS signaling protocols (RSVP-TE and CR-LDP) and a new link management protocol (LMP) to the characteristics of WDM networks [1].

1.2 Motivation

Traffic engineering is a very important issue in modern communication networks. Traffic engineering is a process to place traffic through network or perform the routing function to optimize specific network performance (e.g. link utilization) and to meet traffic requirements (e.g. QoS requirements). We can take traffic engineering as an optimization problem. Given a network with fixed topology and source-destination traffic matrix, traffic engineering process gives the routing of flows offer best overall performance.

For datagram networks and virtual circuit networks, there are different traffic engineering objectives. To datagram networks, the 
goal of traffic engineering is to avoid congestion on any path, this can be achieve by setting the performance objective of traffic engineering to minimize the maximum link utilization of the network, to find the shortest path form source to destination with appropriate link weight, to find the path with minimum hops, etc. To virtual circuit networks, the goal and performance objective of traffic engineering is to minimize the call blocking probability.

There are mainly two interconnection models to integrate IP networks and optical transport networks, including WDM networks, together. They are the peer model and the overlay model [22]. Under the overlay model, the IP/MPLS routing, topology distribution, and signaling protocols are independent of the routing, topology distribution, and signaling protocols at the optical layer. This model is conceptually similar to the classical IP over ATM or MPOA models, but applied to an optical layer directly. In the overlay model, topology distribution, path computation and signaling protocols would have to be defined for the optical domain. In certain circumstances, it may also be feasible to statically configure the optical channels that provide connectivity in the overlay model through network management [22].
Under the peer model, the IP/MPLS layers act as peers of the optical layer, such that a single control plane runs over both the IP/MPLS and optical domains (GMPLS). When there is a single optical network involved, presumably OSPF or IS-IS, with appropriate extensions, can be used to distribute topology information [17] over this integrated IP-optical (IP over WDM) network. And a common addressing scheme will be used for the optical and IP layer. A common address space can be trivially realized by using IP addresses in both IP and optical domains. Thus, the optical network elements become IP addressable entities [22].
For there are two interconnection models in IP-optical integration, there are also two fashion of traffic engineering in IP over WDM networks [19]. With overlay traffic engineering, IP layer and the optical layer have their own traffic engineering modules. Operations in one layer can be independent form those in the other layer. Traffic engineering solutions developed for either IP layer or optical layer can be directly applied to each layer, respectively. At the present stage, an anticipated first step toward IP over WDM is to hook up IP router interfaces to OADM add/drop ports. This forms an overlay network in which WDM servers as the server layer and IP behaves like the client layer. With integrated traffic engineering, performance optimization with respect to selected objectives is pursued coordinately across both IP and WDM layers. As emergence of more sophisticated hardware that integrates functionality of both IP and WDM at each network element, integrated traffic engineering can be performed more efficiently.

So far, the overlay model was described is the least complex for near term and initial IP over optical deployment [22]. For efficient utilization of IP over WDM networks in the near future, we propose a mathematical formulation and an optimization-based algorithm designing IP topology and routing assignment over WDM networks based on the overlay model.

1.3 Literature Survey

In this section, we survey traffic engineering models in optical, electric and both domains, the drawbacks and improvements of these models are mentioned. 

1.3.1 WDM Traffic Engineering Models

A virtual topology design problem has been extensively studied [23], and several algorithms for designing an efficient virtual topology have been proposed [20]
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[29]. The virtual topology design problem in WDM network also refers to routing and wavelength assignment (RWA) problem. In [20], the virtual topology design problem is formulated as an optimization problem with two objective functions. One is to minimize the network-wide average packet delay and the other is to maximize the scale factor by which the original traffic matrix can be scaled up. The problem can be divided into four subproblems and two of the subproblems can be solved by various algorithms developed for RWA problems. Due to the NP-hard characteristic, the last two sub-problems are solved by several heuristic approaches, includes simulated annealing, which is to search for a good virtual topology, and flow deviation, which is to optimally route the traffic, possibly bifurcate its components, on the virtual topology. But the number of available wavelengths per fiber isn’t constrained in this problem. In this paper, we formulate our problem as an optimization problem, which considers the constraint of the maximum number of available wavelengths.

In [5], an integer programming (ILP) formulation to derive a minimum-hop-distance solution to the virtual topology design problem in a wavelength-routed optical network is proposed. Then the problem is solved by optimization techniques and two heuristic approaches: max single-hop approach and max multi-hop approach. The performances of the heuristic algorithms are demonstrated and compared with that of the optimization approach using optimization tool CPLEX. However, the wavelength-continuity constraint is absence in the formulation assuming the existence of wavelength converters at all nodes in order to simplify the problem to a tractable form. Some heuristic approaches are also proposed to conduct an exact reconfiguration procedure to maximize the number of lightpaths shared by two different virtual topologies computed for two given traffic matrix. In this paper, we formulate the problem as an optimization problem but take the wavelength-continuity constraint into consideration.

In [29], a wavelength assignment problem to maximize the one-optical-hop traffic subject to a physical layer constraint, which disallows a common wavelength used by two connections, is formulated as a linear programming problem. However, due to the computational complexity and variables increasing rapidly when the number of nodes in the network increases slightly, the author proposes a heuristic algorithm for the problem, while the heuristic algorithm constructs the optical connection (lightpath) graph. Once the graph is set up, a heuristic routing algorithm proposed tries to route the connections of all traffic source-destination pairs over the constructed lightpaths. In this paper, we consider both the construction of lightpaths and the routing assignment for each connection together, and formulate it as an optimization problem and solve it by an optimization approach.

In the papers above, the authors think the traffic engineering problem in optical domain only. If we take the characteristic of IP traffic into account, the problem would be different. We formulate the problem with optical and IP domain characteristic, which is more suitable for IP over WDM networks.

1.3.2 MPLS Traffic Engineering Models

MPLS was initially developed for fast IP datagram forwarding, but now the most important advantage of MPLS is the ability to apply traffic engineering to IP traffic. There are some papers discussing MPLS traffic engineering issues. For IP/MPLS network, there are also overlay model existed. The MPLS overlay model is similar to IP over WDM overlay model, but the lightpaths are replaced by label switch path (LSPs). The goal of traffic engineering in this network also is to setup a virtual topology under some constrains.

In [27], the authors model the problem as an optimization problem, and the objective is to minimize the maximum link utilization. They present a linear programming formulation of the problem yielding an optimal solution, but the solution may need to be split over multiple routes (bifurcation). The authors also propose the case where demands can’t be split (nonbifurcation), and show the problem is NP-hard. Four heuristic schemes are proposed: Shortest path with cost metric sets as inverse of link capacity; Minimum hop uses physical node hop; Shortest-widest path, which selects paths with largest residual bandwidth and if there are multiple candidate paths, the one with minimum hops is selected; LP-based Re-routing, which is based on LP solution, reroutes the split LSPs to a single path based on some heuristic. The authors found that the LP-based Re-routing is best solution comparing to other solution approaches.
In [14], the authors formulate the traffic engineering problems in mathematical form to motivate more work toward the development of efficient solution techniques. The authors propose the constraint based routing problems, which is to select the optimal placement of the LSPs through the network while traffic requirements are fulfilled and no link capacity is exceeded. The objective of the formulation is to minimize the sum over all links of the production of the administrative cost and the total flow in each link. The problem is a NP-hard problem, which can be solved by heuristic approach. But in this paper, the authors don’t propose solution approach for solving the problem.

In [14]
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[27], the authors only solve traffic engineering in IP/MPLS domain, which is an electric domain. When we try to solve the IP over WDM traffic engineering problem, these models are not take optical domain characteristics into account. For example, the wavelength continuity constrain, which is not considered in these papers, but is an important issue in IP over WDM traffic engineering problem. We formulate the problem with optical and IP/MPLS characteristics, which is more suitable for IP over WDM traffic engineering problems.

1.3.3 IP over WDM Traffic Engineering Models

For IP over WDM traffic engineering issues, several papers has developed to find optimal virtual topology and RWA solution. In [16], the authors propose a virtual topology design and lightpath routing algorithm based on the concept of loose virtual topology, which is constructed using a part (not all) available wavelengths, and the wavelengths left is used to setup lightpaths adaptively to dynamic traffic demands. A loose virtual topology can support normal IP traffic requirement. For constructing loose virtual topology, the authors propose the static RWA algorithm which first to satisfy the connectivity property by constructing a unidirectional ring structure, then it plus lightpaths generated by MaxSingleHop [21] algorithm for unsatisfied traffic in the ring. After the loose topology is setup, the IP routers set routing table according to it and route normal traffic upon it. If there is dynamic IP traffic that exceeds the capacity of loose virtual topology, router sets up a lightpath additionally by dynamic RWA algorithm without changing the virtual topology already constructed, which is required not to affect the IP routing table. The dynamic RWA algorithm, which is an heuristic approach, considers two factors to improve blocking performance through a link selection: wavelength utilization and physical hop distance, which are tradeoffs under some conditions. The authors also show that the blocking performance of the algorithm provides an efficient way for wavelength routing in a loose virtual topology in terms of blocking performance, control traffic overhead, and computational complexity in IP over WDM networks.

In [24], the authors split the virtual topology and RWA problem into several subproblems: virtual topology design, routing for lightpath, wavelength assignment, and solve these by heuristic algorithms. In the virtual topology design process, the authors find a virtual topology such that the number of (virtual) links is minimized and the given IP demand satisfied. The heuristic approach first gives each source-destination pair a link satisfied the demand between the pair, then tries to delete link with minimum bandwidth and try to route the traffic in the topology left by shortest path algorithm, and iterates the steps above until there is no more link can be deleted. In the routing for lightpaths process, the virtual link obtained in the first process is mapping to a lightpath constructed by shortest path algorithm. In the wavelength assignment process, it translates the wavelength assignment problem to graph coloring problem because they are related, and solves the coloring problem by efficient algorithm. The authors find the algorithms above are simple and produce reasonable results.

In [16]
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[24], although these papers focus right on IP over WDM traffic engineering problem, but all of their algorithms are heuristic based and can’t be analyzed mathematically. In this paper we propose an IP over WDM traffic engineering mathematical formulation and optimization algorithm for solving the problem.
1.3.4 Lagrangian Relaxation Method

In the 1970s [10], Lagrangian methods were used in scheduling and the general integer programming problems. Lagrangian relaxation can provide the proper solutions for those problems. In fact, it has become one of the best tools for optimization problems such as integer programming, linear programming combinatorial optimization, and non-linear programming. Lagrangian relaxation has several advantages, for example, Lagrangian relaxation could decompose mathematical models in many different ways, it is a flexible solution approach. Besides, Lagrangian relaxation solves the subproblems that we have decomposed as stand-alone problems. Form now on, we can optimally solve the subproblems using any proper algorithm [10]
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[12].

Lagrangian relaxation permits us to find out the boundary of our objective function, we can use it to implement heuristic solution for getting feasible solutions. Lagrangian relaxation is a flexible solution strategy that permits modelers to exploit the underlying structure in any optimization problem by relaxing complicating constraints. This method permits us to “pull apart” models by removing constraints and instead place them in the objective function with associated Lagrangian multipliers. The optimal value of the relaxed problem is always a lower bound (for minimization problems) on the objective function value of the problem. To obtain the best lower bound, we need to choose the for minimization multiplier so that the optimal value of the Lagrangian subproblem is as large as possible. We can solve the Lagrangian multiplier problem in a variety of ways. The subgradient optimization technique is possibly the most popular technique for solving the Lagrangian multipliers problem [10]
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[12].

1.4 Proposed Approach


Figure 1-2 Traffic Engineering Procedures and Network Architecture
For designing virtual topologies and routing IP traffic in IP over WDM networks, we must follow the steps showed in Figure 1-2. We assume that there is an overlay model IP over WDM network: the OXCs form the core of the network, and the IP routers are on the edge of network with interface connected OADMs, and the OXCs is reconfigurable through UNI interface defined by Optical Internetworking Forum (OIF) [2]. The IP routers are running OSPF routing protocol, OSPF is a popular IGP routing protocol, and the link cost metrics of OSPF can be updated anytime needed, which providing updating ability needed. For running traffic engineering in this network, we proposed a traffic engineering server (TES) in this architecture. The main function of TES is running traffic engineering algorithm, controlling configuration of OXCs and routing metrics of IP routers.

The steps of running traffic engineering in Figure 1-2 is:

1. Collection Statistics: TES collect IP traffic statistics for a range of time form IP routers. The statistics collection can be done through network management standards, for example, SNMP or RMON.
2. Topology Design: TES computes the virtual topology based on the traffic statistics collected. The algorithm of virtual topology design is optimization based, and the performance objective is to minimize the maximum IP link utilization.
3. Migration Scheduling: If the new virtual topology computed in the second step is significantly different form the original one, reconfiguring the network without proper scheduling will cause serious problem. This step tries to minimize the effect of virtual topology migration under time constraints. In this paper we don’t consider this problem, which is issue for further researches.
4. Configuration Update: There are two sub-steps in configuration update. First we reconfigure the OXCs through UNI interface for setting up new lightpath to construct new virtual topology, then we update the OSPF link cost metrics of IP routers for utilizing the topology just setup.
5. Routing Convergence: For OSPF, which is a link state routing protocol, the routing information exchange between routers must take a period of time. This step is to wait until the routing information is distributed to all the IP routers, which can utilize the new virtual topology after then.
In the topology design step, our performance objective is to minimize the maximum IP link utilization, the algorithm based on this approach also call minimax utilization routing algorithm. The major advantages of using the minimum of the maximum link utilization as the performance objective include [18]:

· The performance measure (utilization) is a linear function of the routing decision variables, as opposed to a nonlinear function when other performance measures, for example, packet delay or blocking probability, are used.
· The routing decisions made by the minimax routing algorithm usually do very well with respect to other major performance criteria in various networks such as the call blocking probability in circuit-switched networks, the packet delay in virtual-circuit based packet networks and the packet loss probability in high speed network.
· It is clear that an optimal solution (with respect to the minimax criterion) remains optimal if the traffic requirements grow uniformly.
· A single performance indicator (the maximum link utilization factor) is provided. This single value can be used to derive upper bounds on other performance measures, for example, end-to-end delay, call blocking rate and packet loss probability.

· For engineering tractability, end-to-end performance objectives are usually converted into link utilization constraints. The minimax routing then provides the most efficient utilization of the network capacity and precludes unnecessary capacity expansion.

We model the problems as nonlinear integer mathematical programming problems. We will apply the Lagrangian relaxation method and the subgradient method to solve the problems.
Chapter 2 Problem Formulation

2.1 Problem Description

Figure 2-1 IP over WDM Network Architecture
Figure 2-1 shows an example of IP over WDM network architecture. We assume that all of the connections, paths, and links in the network are uni-directional. The upper plane is IP layer, and the lower plane is WDM layer. In this architecture, if there is traffic between an IP router origin-destination (O-D) pair, there exists an IP path connecting the O-D pair from end to end. In Figure 2-1, the IP paths are showed as dot lines between each O-D pair. There are IP links between some pairs of router, and showed as dash lines in Figure 2-1. The IP paths utilize IP links for traffic transmission. For example, the IP path between R2-R3 utilizes IP link R1-R2 and R1-R3 to transmit traffic. In the network, IP layer maps IP links to lightpaths on the WDM layer to use the virtual topology constructed. In Figure 2-1, for example, the R1-R2 IP link is mapped to the lightpath through OXC1, OXC2, and OXC3. In the WDM layer, there are physical WDM links that connect the OXCs in WDM network, and provide connectivity to all components in this architecture.
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Figure 2-2 Example Architecture of OXC

In Figure 2-2, we illustrate example architecture of OXC, which is a common architecture of OXCs in the market now. In this architecture a specific wavelength MEMS switch, which performs the lightpath switching function, can add and drop limited number of lightpath simultaneously. For example, in theλ1 MEMS switch we can add and drop only one of λ1 lightpath simultaneously. In our formulation, we consider this as a constraint. But if the architecture changed and add /drop functions of MEMS switches are not a constraint anymore, we can just adjust add/drop related parameters to adapt the new condition. We also assume there is no wavelength conversion in each OXC, because the O-E-O wavelength conversion slows down the network and destroys the transparency of optical network, and the cost all-optical wavelength conversion is too high [9]

 REF _Ref534133744 \r \h 
[28]. And for the nature of network planning problem, we add a budget constraint to limit resources used of desire network.
Given the IP over WDM network and OXC architecture above, and: (1) the set of IP routers, the set of OXCs, (2) 
the set of WDM links, (3) traffic demand of each IP OD pair, (4) the capacity of each wavelength, (5) the number of wavelength in each WDM link, (6) the number of add/drop port for each wavelength in the OXC corresponding to each router, (7) the cost of a WDM link if a lightpath is over it,
 under the following constraints: (1) 
capacity of components in the network, (2) single IP routing path between each O-D pair, (3) wavelength continuity of all lightpaths, (4)add/drop port number of each OXC, (5) IP traffic hop constraint, (6) the budget limit of constructing network
, we want to determine the following variables:
 (1) IP paths of each O-D pairs and the route of these paths (2) the IP links needed to be setup, (3) the lightpaths supporting each IP link and the route of each lightpath (4) the OSPF link cost metrics corroding to the new virtual topology, to minimize the maximum IP link utilization in the network.

2.2 Notation

2.3 Problem Formulation

Chapter 3 Lagrangian Relaxation

3.1 Solution Approach

3.2 Lagrangian Relaxation
3.3 The Dual Problem and the Subgradient Method
Chapter 4 Getting Primal Feasible Solutions

4.1 Heuristic for IP Network Construction Subproblem

4.2 Heuristic for OSPF Link Cost Metrics Determination Subproblem

Chapter 5 Computational Experiments

Because of the complexity of this network design problem, we cannot get a tighter lower bound by solving the Lagrangian relaxation problem iteration by iteration under some conditions. Although we cannot get a tighter lower bound, this powerful methodology provides a lot of hints to help us get a primal feasible solution. In order to demonstrate that our heuristics are good enough, we also implement a simple algorithm to compare with our heuristics

5.1 Simple Algorithm (SA)

5.2 Lagrangian Relaxation Based Algorithm (LR)
5.3 Parameters and Cases of the Experiment

Parameters for All Cases:

Bandwidth of each lightpath: 10 gigabits.

Number of add/drop ports of each OXC: if number of wavelength is 8, number of add/drop ports of each OXC is 2; if number of wavelength is 16, number of add/drop ports of each OXC is 5. 

Hop count limit is: (number of nodes in the network – 1).

The cost of building lightpath is based on how many WDM links the lightpath used.

The network topologies used is: GTE (Figure 5.1), MESH (Figure 5.2), and NSF (Figure 5.3).


Figure 5-1 12-node 25-link GTE Network

Figure 5-2 9-node 16-link MESH Network

Figure 5-3 14-node 21-link NSF Network

Case 1

Network topology: GTE Network

Traffic: deterministic, 4 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 1
Case 2

Network topology: GTE Network

Traffic: random, 0 ~ 8 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 1
Case 3

Network topology: GTE Network

Traffic: deterministic, 4 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 2
Case 4

Network topology: GTE Network

Traffic: random, 0 ~ 8 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 2
Case 5

Network topology: MESH Network

Traffic: deterministic, 4 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 1
Case 6

Network topology: MESH Network

Traffic: random, 0 ~ 8 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 1
Case 7

Network topology: MESH Network

Traffic: deterministic, 4 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 2
Case 8

Network topology: MESH Network

Traffic: random, 0 ~ 8 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 2
Case 9

Network topology: NSF Network

Traffic: deterministic, 4 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 1
Case 10

Network topology: NSF Network

Traffic: random, 0 ~ 8 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 1
Case 11

Network topology: NSF Network

Traffic: deterministic, 4 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 2
Case 12

Network topology: NSF Network

Traffic: random, 0 ~ 8 gigabits for each O-D pair.

Limit of lightpath supporting IP link: 2
5.4 Experiment Result

Case 1

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.4
	0.4
	0.391 (0.4)
	< 1% (0%)

	
	16
	0.4
	0.4
	0.393 (0.4)
	< 1% (0%)

	Topology Limit
	400
	8
	0.4
	0.4
	0.396 (0.4)
	< 1% (0%)

	
	800
	16
	0.4
	0.4
	0.397 (0.4)
	< 1% (0%)

	Aggregate Traffic
	200
	8
	0.8
	0.8
	0.397 (0.4)
	101% (100%)

	
	200
	16
	0.8
	0.8
	0.397 (0.4)
	101% (100%)


Table 5-1 The Result of Case 1

Case 2

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.8
	0.8
	0.534 (0.6)
	50% (33%)

	
	16
	0.8
	0.8
	0.534 (0.6)
	50% (33%)

	Topology Limit
	400
	8
	0.8
	0.8
	0.530 (0.6)
	50% (33%)

	
	800
	16
	0.8
	0.8
	0.532 (0.6)
	50% (33%)

	Aggregate Traffic
	160
	8
	0.9
	0.9
	0.601 (0.7)
	50% (29%)

	
	160
	16
	0.9
	0.9
	0.610 (0.7)
	48% (29%)


Table 5-2 The Result of Case 2

Case 3

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.4
	0.4
	0.190 (0.2)
	111% (100%)

	
	16
	0.4
	0.2
	0.193 (0.2)
	4% (0%)

	Topology Limit
	400
	8
	0.4
	0.4
	0.194 (0.2)
	106% (100%)

	
	800
	16
	0.4
	0.2
	0.193(0.2)
	3% (0%)

	Aggregate Traffic
	200
	8
	0.8
	0.8
	0.195 (0.2)
	310% (300%)

	
	200
	16
	0.8
	0.8
	0.198 (0.2)
	204% (200%)


Table 5-3 The Result of Case 3

Case 4

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.8
	0.7
	0.251 (0.3)
	179% (133%)

	
	16
	0.8
	0.4
	0.255 (0.3)
	57% (33%)

	Topology Limit
	400
	8
	0.8
	0.7
	0.253 (0.3)
	177% (133%)

	
	800
	16
	0.8
	0.4
	0.257 (0.3)
	56% (33%)

	Aggregate Traffic
	200
	8
	0.8
	0.8
	0.253 (0.3)
	216% (167%)

	
	200
	16
	0.8
	0.8
	0.255 (0.3)
	213% (167%)


Table 5-4 The Result of Case 4

Case 5

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.4
	0.4
	0.396 (0.4)
	< 1% (0%)

	
	16
	0.4
	0.4
	0.396 (0.4)
	< 1% (0%)

	Topology Limit
	256
	8
	0.4
	0.4
	0.397 (0.4)
	< 1% (0%)

	
	512
	16
	0.4
	0.4
	0.397 (0.4)
	< 1% (0%)

	Aggregate Traffic
	100
	8
	0.8
	0.8
	0.399 (0.4)
	101% (100%)

	
	100
	16
	0.8
	0.8
	0.399 (0.4)
	101% (100%)


Table 5-5 The Result of Case 5

Case 6

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.8
	0.8
	0.529 (0.6)
	50% (33%)

	
	16
	0.8
	0.8
	0.529 (0.6)
	50% (33%)

	Topology Limit
	256
	8
	0.8
	0.8
	0.530 (0.6)
	50% (33%)

	
	512
	16
	0.8
	0.8
	0.531 (0.6)
	50% (33%)

	Aggregate Traffic
	100
	8
	0.8
	0.8
	0.518 (0.6)
	54% (33%)

	
	100
	16
	0.8
	0.8
	0.518 (0.6)
	54% (33%)


Table 5-6 The Result of Case 6

Case 7

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.4
	0.4
	0.194 (0.2)
	106% (100%)

	
	16
	0.4
	0.2
	0.190 (0.2)
	8% (0%)

	Topology Limit
	256
	8
	0.4
	0.4
	0.193 (0.2)
	107% (100%)

	
	512
	16
	0.4
	0.2
	0.192 (0.2)
	4% (0%)

	Aggregate Traffic
	100
	8
	0.8
	0.8
	0.197 (0.2)
	306% (300%)

	
	100
	16
	0.8
	0.8
	0.196 (0.2)
	308% (200%)


Table 5-7 The Result of Case 7

Case 8

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.8
	0.6
	0.253 (0.3)
	137% (133%)

	
	16
	0.8
	0.4
	0.256 (0.3)
	56% (33%)

	Topology Limit
	256
	8
	0.8
	0.6
	0.252 (0.3)
	138% (133%)

	
	512
	16
	0.8
	0.4
	0.257 (0.3)
	56% (33%)

	Aggregate Traffic
	100
	8
	0.8
	0.8
	0.255 (0.3)
	214% (167%)

	
	100
	16
	0.8
	0.8
	0.255 (0.3)
	214% (167%)


Table 5-8 The Result of Case 8

Case 9

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.4
	0.4
	0.396 (0.4)
	< 1% (0%)

	
	16
	0.4
	0.4
	0.396 (0.4)
	< 1% (0%)

	Topology Limit
	336
	8
	0.4
	0.4
	0.395 (0.4)
	< 1% (0%)

	
	672
	16
	0.4
	0.4
	0.395 (0.4)
	< 1% (0%)

	Aggregate Traffic
	200
	8
	0.8
	0.8
	0.397 (0.4)
	101% (100%)

	
	200
	16
	0.8
	0.8
	0.396 (0.4)
	101% (100%)


Table 5-9 The Result of Case 9

Case 10

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.8
	0.8
	0.531 (0.6)
	50% (33%)

	
	16
	0.8
	0.8
	0.530 (0.6)
	50% (33%)

	Topology Limit
	336
	8
	0.8
	0.8
	0.530 (0.6)
	50% (33%)

	
	672
	16
	0.8
	0.8
	0.529 (0.6)
	50% (33%)

	Aggregate Traffic
	200
	8
	0.9
	0.9
	0.602 (0.7)
	50% (29%)

	
	200
	16
	0.9
	0.9
	0.609 (0.7)
	47% (29%)


Table 5-10 The Result of Case 10

Case 11

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.4
	0.4
	0.193 (0.2)
	107% (100%)

	
	16
	0.4
	0.4
	0.192 (0.2)
	108% (100%)

	Topology Limit
	336
	8
	0.4
	0.4
	0.194 (0.2)
	106% (100%)

	
	672
	16
	0.4
	0.4
	0.193 (0.2)
	107% (100%)

	Aggregate Traffic
	200
	8
	0.8
	0.8
	0.196 (0.2)
	308% (300%)

	
	200
	16
	0.8
	0.8
	0.194 (0.2)
	312% (200%)


Table 5-11 The Result of Case 11

Case 12

	Budget
	Number of λ
	SA
	LR
	Lower Bound
	Error rate

	Infinite
	8
	0.8
	0.8
	0.247 (0.3)
	224% (167%)

	
	16
	0.8
	0.6
	0.250 (0.3)
	140% (100%)

	Topology Limit
	336
	8
	0.8
	0.8
	0.249 (0.3)
	221% (167%)

	
	672
	16
	0.8
	0.6
	0.249 (0.3)
	141% (100%)

	Aggregate Traffic
	200
	8
	0.9
	0.9
	0.251 (0.3)
	259% (200%)

	
	200
	16
	0.9
	0.9
	0.253 (0.3)
	256% (200%)


Table 5-12 The Result of Case 12

5.5 Computational Time

All the experiments are performed on a Pentium 4 2G MHz PC running Microsoft Windows 2000 Professional Edition with 1GB DRAM. The code is written in Python [30] and is complied under Python 2.2.1. Case 1 take around 2 hours for 1000 iterations in an experiment. The Python programming language is an interpreted language and the execution speed of the program would be about 100 to 300 times faster if rewritten in C program language[31].
The computational time of Case 2 is as following:

	
	SA
	LR

	Iteration
	100
	1000

	Computational Time
	1074.89 sec.
	18700.23 sec.

	Avg. Computational Time
	10.75 sec.
	18.7 sec


Table 5-13 Computational Time of Case 2

The computational time of SA and LR is not significant different, which is not usual for solve complex problem like this problem. The reason of no significant computation time different between SA and LR is during solving dual problem of LR, we already generate a set of decision variables of this problem, which are good reference to our primal problem, especially for decision variables 
[image: image5.wmf]qj
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. In LR, we already generate 
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 in our dual problem and can be used in primal heuristic, but in SA, we have to generate 
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 each execution, which takes almost the same computational time as LR.

5.6 Result Discussion

In our experience result, GTE Network and MESH Network is with loose traffic in compare to NSF Network, which is with dense traffic.

According to Table 5-1, Table 5-2, Table 5-5, Table 5-6, Table 5-9, and Table 5-10, the result of SA is almost as good as LR, which means for a network design problem with lightpath limit set to one, the solution quality of SA is almost the same as of LR. So for this problem, we suggest network planners use SA to design network. And according to Table 5-3, Table 5-4, Table 5-5, Table 5-6, Table 5-11, Table 5-12, LR works better than SA for networks with loose traffic and lightpath limit set to two, But for networks with dense traffic, the difference between SA and LR is not significant. Because there is no well-know way to determine a network is dense or not, we suggest network planner uses LR to design network in these situations.

The reason that LR works better than SA in scenarios with lightpath limit set to two is discuss as following. For SA, we allow more than one lightpath supporting an single IP link when the IP link with traffic demand over the bandwidth of single lightpath. If the traffic demand is not over, SA will not allow more lightpaths to be setup even the network resources are still enough. The reason of not allowing more lightpaths to be setup is that we must set a threshold for SA, if the traffic demand on IP link is over the threshold, we setup one more lightpath to support IP link. But the selecting of a proper threshold is a difficult problem, and there is no trivial algorithm to solve this problem. If the threshold is set too large, the network resources will not be fully utilized, but if the threshold is set too small, the network resources will be used up before the desire IP network is constructed. And if we test all thresholds possible, the computational time of SA is much longer, even over LR. We suggest network planners use LR instant of SA for solving these problems, for in LR the solving of dual problem already provides good reference for how many lightpaths to be setup, which is much better than SA with tuning threshold.

Chapter 6 Summary and Future Work

6.1 Summary

In this thesis, we present an approach to design OSPF IP routing assignment and lightpath routing and wavelength assignment in IP over WDM Networks
. We can express our achievements in terms of formulation and performance. In terms of formulation, we model a mathematical expression to describe the overall designing OSPF IP routing assignment and lightpath routing and wavelength assignment in IP over WDM network problem. We consider different network topologies, different number of lambda, different types of traffic demand, different number of lightpaths supporting single IP link, and different budget to make this thesis more generic. Due to the complexity of this problem, we pick Lagrangian relaxation and subgradient method as our main methodology. When using these mathematical tools, they can provide us some hints to improve our heuristics. In terms of performance, our Lagrangian relaxation based solution has more significant result to optimal solution.

6.2 Future Work

First, we can take minimization resource as our object function, and minmax utilization as constraint, to construct a resource minimization problem. This problem is more general in network work design, and our formulation can be adapted to this problem with minor modification. Second, Quality of Service (QoS) is a very important issue in model communication networks, and we can also consider QoS effects in our model. Third, under future GMPLS architecture, routing and traffic delivering is different from the OSPF model we have considered, and it would be interesting to study the behavior of our model under GMPLS architecture. Forth, In our formulation, we only take IP network as upper layer network, we can also consider other network architectures. For example, ATM and Frame Relay, how to extend our model to fit other upper layer network architecture is another study. Last, if underlying WDM network architecture is changed, for example, the wavelength conversion is matured and available, we can modify our model to adapt this new architecture.
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