Chapter 1 Introduction

1.1 Background

The Internet Protocol (IP) has successfully connected computers around the world into a global Internet. Although the IP was originally developed for data networks only, its mechanism of connectionless hop-by-hop store and forward delivery was supposed to be unable to provide any QoS guarantees. However this situation has begun to change. With the introduction of new appropriate supporting network infrastructure such as the resource reservation protocol (RSVP), differentiated services (Diffserv) and IP switching, IP is currently able to support real-time services such as IP voice and IP video. It’s commonly believed that IP traffic will continue to grow rapidly and will soon become the dominant traffic type carried by the Internet. But for an IP network to really accomplish this promise, two major capabilities are dispensable: a high-speed transmission network, and a solution to the limited IP routing speed.

A high-speed transmission network is the basic requirement for a IP network with high-performance. For example, IP running over 1Gbps (or higher) Ethernet, frame relay or ATM with OC-12 in wide area networks (WANs) is available. However the transmission capability of the future could reach far beyond this capacity. With the shortage of bandwidth, QoS requirements for IP networks are difficult to be achieved even if there exists a good protocol. Fortunately, the development of optical networks, especially wavelength division multiplexing (WDM), has provided us the solution to this bandwidth shortage. WDM technology exploits the almost unlimited bandwidth by transporting a number of light waves in a single strand of fiber, which provides tens or hundreds times the bandwidth as that of a single-wavelength fiber.

Wavelength-Division Multiplexing (WDM) has emerged as a promising technique for opening up the Terahertz transmission bandwidth of the single-mode optical fiber [18]. In WDM transmission, each data channel is modulated onto an optical carrier with a unique wavelength (or optical frequency). The optical carriers are then combined and transmitted on a single fiber. In this way, WDM not only enables the use of the enormous fiber bandwidth, but also provides channels whose individual bandwidth are within the capacity of the conventional electronic information-processing devices. Some telecommunication companies are deploying WDM for a fixed point-to-point communication. This deployment is driven by the increasing demands on bandwidth. WDM is a more cost-effective alternative than laying more fibers [4]. After that, significant advances of the components of optical technologies (e.g., amplifiers, fibers, filter and laser sources) have brought more advanced WDM sub-systems providing wavelength routing functions, such as static/reconfigurable optical add/drop multiplexers (OADMs), waveguide grating routers (WGRs), and reconfigurable optical cross-connects switches (OXCs) [4]. The routing function of Static OADMs and WGRs are non-reconfigurable, which means the routes of different wavelengths are fixed in these components. For reconfigurable OADMs and OXCs, their routing functions are reconfigurable and can be controlled electronically. In a WDM network employing static OADMs and WGRs in network nodes, a lightpath can be established using one wavelength, which means the WDM network provides the capability of wavelength routing. This allows overlaying “virtual” higher-layer protocol topologies on the top of the physical layer topology (WDM network), where the lightpaths represent virtual links. But static OADMs and WGRs are non-reconfigurable, so the virtual topologies are not changeable. With reconfigurable OADMs and OXCs, the routing capability of the WDM network is more flexible, because the components provide additional control in setting up connections by electronic signals. The cost and other advantages of reconfigurable WDM network over point-to-point WDM network are showed in [20].

Currently, most transport architectures of IP backbones are based on ATM, encapsulating ATM cells in SONET/SDH frames. The WDM network is considered as a physical transport layer technology, which means WDM is employed to transport traffic from the SONET/SDH layer (Figure 1-1.). This multi-layer stack is required to provide different functionalities. The IP layer acts as the data plane and provides IP-based services, which are killer applications in the near future. The ATM layer provides traffic engineering functionality. The SONET layer performs all-important tasks like signal monitoring, provisioning, grooming, and restoration. The optical layer performs the task of physical layer transportation.

The multi-layer stack has more problems than advantages. Functional overlap is a problem. Each layer tries to perform restoration in the event of a failure, thereby creating more havoc in the system. The SONET interface is advantageous for constant bit rate traffic, e.g. video traffic, but not for burst traffics found in the Internet. The presence of high capacity in network eliminates the need for time division multiplexing and traffic grooming. Thus a multi-layer stack introduces undesired latency. The cost generated by managing and operating different technologies is also  a main drawback of the multi-layer stack.

[image: image1.png]



Figure 1-1. Protocol Stack

The rapid growth of IP technology and the large bandwidth yielded by WDM technology have been brought together. Researchers now are trying to find out a way to support IP traffic over the WDM directly, without intervening intermediate layers, but still provide necessary functionality. This concept is known as IP over WDM. For example, multiprotocol label switching (MPLS) is an IP based technology and provides traffic engineering function, which is provided by ATM now. The trend of IP over WDM is already in evidence today with the emergence of IP routers with tunable WDM laser interfaces. 

Novel approaches based on the MPLS framework, multiprotocol lambda switching (MPλS) [7], have also been proposed to subsume optical layer provision functionalities within the IP domain, allowing a more intelligent optical layer and even closer IP-WDM layer integration. Some modifications and additions are required to adapt the MPLS control panel to the case of OXC. Internet Engineering Task Force (IETF) is standardizing these requirements which are called generalized MPLS (GMPLS). MPλS aims at extending the OSPF and IS-IS routing protocols to carry additional information to consider the physical topology and the virtual topology of the optical network. It also aims at adapting the MPLS signaling protocols (RSVP-TE and CRLDP) to the characteristics of the optical network, and a new link management protocol (LMP) to manage the physical links of the optical network [17].

1.2 Motivation

A virtual private network (VPN) is provisioned over public or third party network infrastructure, for example a frame relay carrier network or the Internet, to provide dedicated connectivity to a closed group of users. For most users, VPNs are more economic than deploying and maintaining physical cables and equipment themselves [10]. A private network can be built through tunneling, encryption and authentication mechanisms. To the users, a VPN looks like a private network, even though it is sharing a web of cables with the traffic of other users at the same time.

As the technology of WDM progresses, we can build VPNs over WDM networks, which takes advantage of the reliable transmission capability of WDM networks and provides diverse QoS for different traffic streams by different quality of optical transmission. Figure 1-2. shows the overview of our architecture.
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Figure 1-2. Overview of VPN over WDM Networks

However, the capacity of the WDM network is finite. We can’t accept all requests of new VPNs without influencing the service quality of the existing VPNs if we don’t want to upgrade our network infrastructure. But we can get more revenue by accepting new VPNs. So it’s indeed necessary for us to develop an algorithm for not only admitting new VPNs to maximize our total revenue, but also maintaining the guarantee of QoS requirements announced in the SLAs signed with the existing VPN owners.

1.3 Literature Survey

1.3.1 MPLS Traffic Engineering

MPLS was initially developed for fast IP datagram forwarding, but now the most important advantage of MPLS is the ability to apply traffic engineering to IP traffic. There are some papers discussing MPLS traffic engineering issues. For IP/MPLS network, there are also overlay model existed. The MPLS overlay model is similar to IP over WDM overlay model, but the lightpaths are replaced by label switch path (LSPs). The goal of traffic engineering in this network is also to setup the virtual topology under some constrains.

In [21], the authors model the problem as an optimization problem, and the objective is to minimize the maximum link utilization. They present a linear programming formulation of the problem to yield an optimal solution, but the solution may need to be split over multiple routes (bifurcation). The authors also propose the case where demands can’t be split (nonbifurcation), and show the problem is NP-hard. Four heuristic schemes are proposed: shortest path with cost metric sets which is the inverse of link capacity; minimum hop using physical node hop; shortest-widest path which selects paths with largest residual bandwidth and if there are multiple candidate paths, the one with minimum hops is selected; LP-based re-routing, which is based on LP solution, reroutes the split LSPs to a single path based on some heuristic. The authors found that the LP-based re-routing is the best solution compared with other solution approaches.
In [16], the authors formulate the traffic engineering problems in mathematical forms to motivate more work toward the development of efficient solutions. The authors propose the constraint based routing problems which are to select the optimal placement of the LSPs over the network while traffic requirements are fulfilled and no link capacity is exceeded. The objective of the formulation is to minimize the sum over all links of the production of the administrative cost and the total flow in each link. The problem is a NP-hard problem, which can be solved by heuristic approach. But in this paper, the authors don’t propose any approach to solve the problem.

In [21][16], the authors only solve the problems of traffic engineering in IP/MPLS domain which is an electronic domain. When we try to solve the IP over WDM traffic engineering problem, these models are not appropriate for not considering the characteristics of the optical domain. For example, the wavelength continuity constrain is not considered in these papers, which is an important issue in IP over WDM traffic engineering problems. We formulate the problem considering both the optical and IP/MPLS characteristics and we think this approach is more suitable for IP over WDM traffic engineering problems.
1.3.2 IP over WDM Issues

For IP over WDM traffic engineering issues, several approaches have been developed to find the optimal virtual topology and RWA solutions. In [9], the authors propose a virtual topology design and lightpath routing algorithm based on the concept of loose virtual topologies, which is constructed by using a part of (not all) the available wavelengths, and the wavelengths left are used to setup lightpaths adaptively to dynamic traffic demands. A loose virtual topology can support normal IP traffic requirement. For constructing loose virtual topologies, the authors propose the static RWA algorithm which is first to satisfy the connectivity property by constructing a unidirectional ring structure, then it pluses lightpaths generated by MaxSingleHop [4] algorithm for unsatisfied traffic in the ring. After the loose topology is setup, the IP routers set up the routing table according to it and route normal traffic over it. If the dynamic IP traffic exceeds the capacity of the loose virtual topology, routers additionally set up a lightpath according to the dynamic RWA algorithm without changing the virtual topology that have been constructed, which is required not to affect the IP routing table. The dynamic RWA algorithm, which is an heuristic approach, considers two factors to improve blocking performance through a link selection: wavelength utilization and physical hop distance, which are tradeoffs under some conditions. The authors also show that the blocking performance of the algorithms provide an efficient way for wavelength routing in a loose virtual topology in terms of blocking performance, control traffic overhead, and computational complexity in IP over WDM networks.

In [6], the authors split the virtual topology and RWA problems into several subproblems: virtual topology design, routing for lightpaths, wavelength assignment. They solve these subproblems by heuristic algorithms. In the virtual topology design process, the authors find a virtual topology such that the number of (virtual) links is minimized and the given IP demand is satisfied. The heuristic approach first gives each source-destination pair a link satisfying the demand of the pair, then tries to delete the link with minimum bandwidth and to route the traffic in the topology by the shortest path algorithm, and iterates the steps above until there is no more link that can be deleted. In the routing process for lightpaths, the virtual links obtained in the first process are mapped to a lightpath constructed by the shortest path algorithm. In the wavelength assignment process, it translates the wavelength assignment problem to a graph coloring problem because they are related, and solves the coloring problem by efficient algorithms. The authors find the algorithms above are simple and can obtain reasonable results.

In [9][6], although these papers focus right on the IP over WDM traffic engineering problems, but all of their algorithms are based on heuristic approaches and can’t be analyzed mathematically. In this paper, we propose an IP over WDM traffic engineering mathematical formulation and optimization algorithm for solving the problem.
1.3.3 WDM Networks Design

A virtual topology design problem has been extensively studied in [18], and several algorithms for designing an efficient virtual topology have been proposed in [5][22][8]. The virtual topology design problem in WDM network also refers to routing and wavelength assignment (RWA) problems. In [5], the virtual topology design problem is formulated as an optimization problem with two objective functions. One is to minimize the network-wide average packet delay and the other is to maximize the scale factor by which the original traffic matrix can be scaled up. The problem can be divided into four subproblems and two of the subproblems can be solved by various algorithms developed for RWA problems. Due to the NP-hard characteristic, the last two sub-problems are solved by several heuristic approaches, including simulated annealing, which is to search for a good virtual topology, and flow deviation, which is to optimally route the traffic and bifurcate its components possibly, on the virtual topology. But the number of available wavelengths per fiber isn’t constrained in this problem. In this paper, we formulate our problem as an optimization problem, which considers the constraint of the maximum number of available wavelengths.

In [8], an integer programming (ILP) formulation to derive a minimum-hop-distance solution to the virtual topology design problem in a wavelength-routed optical network is proposed. Then the problem is solved by optimization techniques and two heuristic approaches: max single-hop approach and max multi-hop approach. The performances of the heuristic algorithms are demonstrated and compared with that of the optimization approach using optimization tool CPLEX. However, the wavelength-continuity constraint is absence in the formulation assuming the existence of wavelength converters at all nodes in order to simplify the problem to a tractable form. Some heuristic approaches are also proposed to conduct an exact reconfiguration procedure to maximize the number of lightpaths shared by two different virtual topologies computed for two given traffic matrix. In this paper, we formulate the problem as an optimization problem but take the wavelength-continuity constraint into consideration.

In [22], a wavelength assignment problem to maximize the one-optical-hop traffic subject to a physical layer constraint, which disallows a common wavelength used by two connections, is formulated as a linear programming problem. However, due to the computational complexity and variables increasing rapidly when the number of nodes in the network increases slightly, the author proposes a heuristic algorithm for the problem, where the heuristic algorithm constructs the optical connection (lightpath) graph. Once the graph is set up, a heuristic routing algorithm proposed tries to route the connections of all traffic source-destination pairs over the constructed lightpaths. In this paper, we consider both the construction of lightpaths and the routing assignment for each connection together, and formulate it as an optimization problem and solve it by an optimization approach.

In the above papers, the authors consider the traffic engineering problems in the optical domain only. If we take the characteristics of the IP traffic into consideration, the problems would be different. We formulate the problem with the characteristics of the optical and IP domains, which is more suitable for IP over WDM networks.

1.4 Proposed Approach

We model the admission control problem as an optimization problem. The mathematical programming problem is a nonlinear nonconvex mixed integer-programming problem. As we expected, the problem is by nature highly complicated and difficult. To the best of our knowledge, the proposed approach is the first attempt to consider the admission control mechanism for VPNs over WDM networks and we formulate it rigorously. We then apply the Lagrange relaxation method and the subgradient method [13] [14] to solve the problem.
1.5 Thesis Organization

The remainder of this thesis is organized as follows. In chapter 2, a mathematical formulation of the VPN admission control problem is presented. In chapter 3, a dual approach for the problem based on Lagrangean relaxation method is proposed. We then propose several heuristics and algorithms on getting primal feasible solutions in chapter 4. Some testing examples are designed and detailed computational results are presented in chapter 5. Chapter 6 summarizes the thesis and some future research extensions are suggested and discussed.
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