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THESIS ABSTRACT

GRADUATE INSTITUTE OF INFORMATION MANAGEMENT
NATIONAL TAIWAN UNIVERSITY
NAME: KO-HSING HUANG MONTH/YEAR: NOVEMBER, 2003
ADVISER: YEONG-SUNG LIN

In this thesis, we intend to solve the problem of supporting efficient and flexible
mechanisms for multimedia distribution on multicast networks. Under multimedia
application environments, it is characterized by large bandwidth variations due to
heterogeneous access-technologies of the networks (e.g., analog modem, cable
modem, xDSL, etc.) and receivers (e.g., high resolution, low resolution). Taking
advantage of recent advances in switching and transmission technologies, either by a
progressive coder, or video gateway, destinations can request different bandwidth
requirement from the source. The source only needs to transmit signals that are
sufficient for the highest bandwidth destination. The minimum cost tree of multicast
service is thus calculated by this property of transmission mechanisms to achieve the
efficiency. Furthermore, we also consider about partial admission control
mechanism. For network operators, the function of partial admission control is to
determine whether a user service request can be granted so that the requested
bandwidth of the new user can be satisfied and the total revenue can be maximized

under limited resources.

We formulate the problems as mathematical models firstly. According to different
models, we focus on the minimization of total transmission cost and the

maximization of total system revenues separately by satisfying the capacity



constraint and multicast tree constraints. The basic approach to solve the problem is
Lagrangean Relaxation and the subgradient method. The Lagrangean based
modified T-M heuristic and several adjustment procedures are developed to get
primal feasible solutions. According to the computational experiments, solutions
from the proposed algorithm are within a few percent of the optimal solutions on
networks with 9-26 nodes; both in the minimum cost tree model and partial
admission control model (error difference in the minimum cost tree model is 6.42%
on average, error difference in the partial admission control model is 13.86% on
average). In terms of performance, our Lagrangean Relaxation based solution has
more significant improvement than simple heuristics. The improvement on the total
cost can reach 14.42% on the average in the minimum cost tree model, and 12.06%

on the average in the partial admission control model.

Keywords: Multicast Service, Multimedia distribution, Minimum cost tree,

Partial admission control, Optimization, Lagrangean Relaxation
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Chapter 1 Introduction

1.1 Overview

Many of the emerging applications in the Internet are farther comprehensive, such as
Internet TV, distance learning, replicated database update, command and control systems,
and distributed games [10]. They all fall in the category of group communications as
opposed to the classical one-to-one conversations. In general, these applications may
have several sources and a huge number of destinations, which could be up to millions in
the case of Internet TV for example. The importance of group communications lies in the
new applications that will be generated by adding networking capabilities to multimedia
devices, and hopefully gains in efficiency and holding cost when multimedia resources
are part of distributed computing systems. These applications drive the development of
the multicast service. As a result, the Internet is becoming increasingly multicast capable.
Basically, multicast routing establishes a tree that connects the source with the
destinations. The multicast tree is rooted at the source and the leaves are the destinations.
Multicast delivery sends data across this tree toward the destinations. Comparing with

the use of several unicast channels is impractical in terms of network resources and

processing power of end destinations [28] [29].



Multimedia applications such as digital video and audio often have strict
quality-of-service (QoS) requirements [38]. The QoS guarantee is of utmost importance
for the development of future networks. Recent developments in switching and
transmission technologies allow the implementation of high-speed networks that carry
vast amounts of traffic that is generated by applications that are more sensitive to data
quality (such as video or audio), and at the same time less predictable than current fixed
rate sources. In the next information age, it will be possible to support new multimedia
applications in a global environment and design new services on flexible platforms
without upgrading the physical infrastructure. This requires new network architectures
capable of offering computation services to communication applications with stringent
QoS requirements. A key issue is the provision of well-designed network structures and

mechanisms so as to meet these requirements [8].

There are several different kinds of network design problems. In the most instances, one
may evaluate the quality of a network in some ways; typical quality measures include the
weight (total length of all edges in a network), diameter (longest network distance
between two sites), and dilation (largest ratio of network distance to Euclidean distance).
The problem may be static or various types of dynamic changes to the collection of sites.
Much of the research about the network design problems has involved problems in
which the network to be designed is a tree. Such problems include the minimum
spanning tree, maximum spanning tree, minimum diameter spanning tree, bounded
degree spanning trees (such as the traveling salesman path), and the k-point minimum

spanning tree [12].

In another way, we consider the fundamental components of the network design process:

whether admit the request or not. The admission control decision may be as

2



straightforward as a simple inequality calculation: if the sum of the bandwidth usage of
the current flows and a new flow is greater than the network’s total bandwidth, it could
reject the flow. These QoS guarantees, having no tolerance for violations, are called
“hard” guarantees, and some flows demand this guaranteed service. Other flows,
however, may accept some amount of QoS guarantee violation that usually bounded by
some probability values. This is called predictive service, and such statistical, or “soft,”
guarantees provide more flexibility for the admission control algorithm, leading to
increased network utilization [1][4]. From the operator’s viewpoint, the target is to admit
maximum users through multicasting service to earn more revenues. However,
supporting a global network application environment that can provide performance
guarantees to group communication is still the most concerned issue from the viewpoint
of users. Seeking the balance point between operators and users has always been an

important issue, and apparently it will be to continue even more in the coming days.



1.2 Motivation

Multimedia distribution over the Internet is getting more and more popular. Since the
Internet was designed for computer data communication, how to reach the necessary
requirements for the efficient delivery of multimedia streams becomes a great
challenge. For example, the Internet is characterized by large bandwidth variations due
to heterogeneous access-devices of the destinations (e.g. analog modem, cable modem,
XDSL, etc.). In video multicast the heterogeneity of the networks and destinations
makes it difficult to achieve bandwidth efficiency and service flexibility. There are
many challenging issues that need to be addressed in designing architectures and

mechanisms for data transmission [31] [43].

Unicast and multicast delivery of video have important building blocks for many Internet
applications. Unicast video distribution uses multiple point-to-point connections in
Figure 1.1; classic multicast video distribution uses point-to-multipoint transmission
with commonly intermediate devices in Figure 1.2. Figure 1.3 shows the intelligent
intermediate devices by using progressive coder [25] or by converting between format
encoders such as video gateways[5][40]. This is also similar to destination-initiated
reservations and packet filtering used in RSVP [44]. For applications such as video
conferencing and Internet TV, using multicast can achieve high bandwidth efficiency
while the destinations can share links. The efficiency of multicast is achieved at the cost
of losing the service flexibility of unicast, because in unicast each destination can
individually negotiate the service contract with the source. The heterogeneity of the
networks and destinations makes it difficult to design an efficient and flexible
mechanism for servicing all multicast group users [42] [43]. As a result, we want to

make the equilibrium by adapting the advanced intermediate devices.

4
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Figure 1-1: Unicast video distribution using point-to-point transmission
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Figure 1-2: Multicast video distribution using point-to-multipoint transmission

with common intermediate devices
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Figure 1-3: Multicast video distribution using point-to-multipoint transmission

with intelligent intermediate devices



In another way, for providing their service to satisfy these traffic requirements of
multicast groups, operators under some circumstances where the benefit of a multicast
service may not justify its cost to the users. These occasions only occur when some
group members want to be serviced but others do not wish to pay more. For example,
if a CABLE TV operator within a residential area was to use multicasting, as everyone
knows that not every group member would like all provided programs. Adopting
traditional admission policy is not beneficial for operators and members. This creates
additional bandwidth usage on the access links where resource availability is often
most limited [15] [23]. Avoiding bandwidth being wasted and improving the flexibility,
enhancing traditional admission control strategy or combining other components is

necessary for multimedia distribution on multicast networks.

This paper is to discuss how to appropriately design the efficient and flexible methods
for multimedia distributions on multicast networks. We consider different models
according to the current network application environment. In the first model, given the
network topology and to serve all group destinations, we consider constructing a
minimum cost tree to establish a network that may ensure the source provides the
bandwidth requested by the destinations. Destinations can request different bandwidth
requirement from the source. The source transmits only signal that is sufficient for the
highest bandwidth destination. In the second model, without knowing any information of
the network topology, we establish a network which allows the admission strategy of the
multicast group doesn’t base on traditional “all or none” approach, instead of considering

to accept partial destinations of the requested multicast group.



1.3 Literature Survey

1.3.1 IP multicast

IP multicast traffic for a particular (source/destinations) pair is transmitted from the

source to the destinations via a multicast tree that connects all the nodes in the group.

In generally, there are three basic approaches to construct multicast trees [1] [9]. They

can be characterized as centralized or distributed and are designed to support dense or

sparse mode of multicast group membership among the destinations.

(1) Source-based routing: Reverse path forwarding (RPF) has been widespread use in
IP multicast. It is optimized for dense mode, but it does not take into consideration
group membership; improved RPF was proposed to solve this weakness, it used
“flood and prune” method. However, as the number of sources and groups grows
too large, memory could be saturated in the routers.

(2) Center-based trees: “Center-based trees” is the most recent routing approach. It is
aimed at multiple sources/multiple destinations. Core-based tree (CBT) algorithm
is the most famous. It is a totally destination based approach that limits the
diffusion of packets naturally to group members and is suitable for sparsely
distributed destinations. However, suffering from traffic concentration, as the
traffic from all sources of a given group will converge to the center.

(3) Hybrid: This type of algorithms may combine the properties of (1) and (2).
Furthermore, it will be impossible to make any guarantee if the algorithm is not

capable of maintaining a multicast route with chosen properties.

In accordance with above description of the protocols, the following parameters are
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taken into account [22].

(1) Connection: Roughly speaking, multicast protocols are either based on a single tree
shared by all the members, or based on several trees. That is, we make a distinction
between shared tree and source-based tree.

(2) Aggregation: The process of aggregation is said greedy if a joining node connects
to the closest node already in the group. And the process of aggregation is said RPF
if a joining node is connected to the group by an optimal path to the source.

(3) Quality of service: Some protocols aim to optimize parameters such as
bandwidth delay...... etc. Although one cannot formally consider all QoS
parameters, some are more concerned by certain aspects of QoS than others.

(4) Construction: Some are based on the underlying unicast protocol; some others use
Breadth-First Search technique; others use a pruned spanning tree of the network;
others explore multiple paths and keep the best path.

(5) Loop: Some protocols can theoretically avoid loop. For the others, either there exist

situations for which loops would occur or there is non-exist proof to be ensured.

Connection Aggregation QoS Construction Loop
DVMRP | Source-based RPF No  Broadcast/Pruning
MOSPF | Source-based RPF No OSPF + Group
|CBT | Shared RPF No  Unicast
‘ PIM-SM | Shared & S-B RPF No  Unicast/Pruning
‘ YAM Shared Greedy Yes  Multiple paths
BGMP Shared RPF No BGP
SM Shared RPF No  Unicast No

‘ QoSMIC | Shared & S-B  Greedy Yes Multiple paths No

Table 1-1: Properties of multicast protocols



1.3.2 QoS Routing

QoS routing is an important element for supporting multimedia applications. The goal
of QoS routing is to select the network routes with sufficient resources for the
requested QoS parameters. It is to satisfy the QoS requirements for every admitted
connection, as well as to achieve efficiency in resource utilization. Many QoS routing
algorithm have been proposed recently with a variety of constraints considered, and a

survey of recent development in this area was presented in Figure 1.4 [9] [3].

Multicast ronting: finding the hest feasible tree

Bagic routing problem Composite roufing problem
Link-optimization r-buting (A) A & B routing
(e.g., buffer-optimization routing) polynomial complexity
polynomial compl exity B & C routing
Link-constrained routing (B) NP-complete complexity
{e.g., bandwidth-constrained routin Multi-link-constrained routing
polynomial complexity {e.g., bandwidth-buffer-constrained routing)
polynomial complexity
Tree-optimization routing (C) B & D routing _
Steiner tree problem polynomial complexity
(e.8., least-cost routing) A & D routing
NP-complete complexity polynomial complexity
C & D routing

Tree-constrained routing (D)
(e.g., delay-constrained routing)
polynomial complexity

NP-complete
complexity

Multi-tree-constrained routing
{e.g., delay-delayjitter-constrained routing)
NP-complete complexity

Figure 1-4: The category of multicast routing problems



Wang and Crowcroft [40] consider a number of issues in QoS routing. They try to
evaluate the basic component of QoS routing, namely, finding a path that satisfies
multiple constraints and its implications on routing metric selection. Moreover, they
propose three path computation algorithms for source routing and hop-by-hop routing.
However, QoS routing is an integrated part of a resource management system, it should
be jointly considered with other components in resource management architectures,

such as admission control.

Ergun, Sinha, and Zhang [13] examine a network model in which each link is associated
with a set of delays and costs. The aim is to choose a path for each O-D pair and
determine a set of per link delay guarantees along this path so as to satisfy the requested
constraint while minimizing the total cost. In the case where the O-D path is known, they
try to optimally partition the end-to-end delay constraint into link constraints along the
path. They present approximations algorithms for both problems. Although the first
polynomial-time £-approximations are presented. However, for PARTION problems,
the authors use the heuristics to solve. Besides, they do not consider the more

complicated structures, such as multicast trees.

Fang and Ellen [14] specifically focus on topology aggregation, which can reduce
overhead by orders of magnitude. They also investigate the interaction of topology
aggregation with other important factors that contribute to performance, such as
routing algorithms and network configuration. They consider five common route
selection methods and propose two methods of aggregating routing information. As a
result, for multimedia application, we can adopt this scalable concept to adjust the
above route selection methods and different network configuration for satisfying our

efficient and flexible principles.
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Most QoS routing algorithms consider the optimization of resource utilization
measured by an abstract metric such as cost, George, Roch, Sanjay, and Satish [16]
study complexity and frequent computations costs and propose solutions that achieve
good performance with reduced cost, such as higher level admission control in heavy
load environment. It is called “trunk reservation”. However, from a network operator’s
point of view, it would be beneficial to develop a generic algorithm in advance instead

of implementing the approaches in execution time.

Chen and Nabhrstrdt [9] discuss the QoS requirement of a connection. It is a set of
constraints, which can be link constraints, path constraints, or tree constraints. The
basic function of QoS routing is to find such a feasible path (tree). Therefore,

constructing multicast trees in our model will jointly consider the above constraints.

To sum up, for the lack of consideration of other equivalently important components
and applicable levels, the QoS mathematical formulations are proposed in this work

including minimum spanning tree, and partial admission control.

1.3.3 Minimum spanning tree

For finding a minimum spanning tree, many papers are published. In generally, they
include two parts, theoretical and practical aspects [23]. What we attempt to solve in this

thesis is the latter. However, for the purpose of whole, we give a brief introduction.

In the theoretical side, the authors consider how to design algorithms with the best taking

linear time in a randomized expected case model. Graham and Hell give a complete
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survey of results from the earliest known algorithm of Bor°uvka to the invention of
Fibonacci Heaps, which were central to the algorithms in Fredman and Tarjan and
Gabow et al. Chazelle presented an MST algorithm based on the Soft Heap having
complexity O (max (m; n) logax (m; n)), where o is a certain inverse of
Ackermann’s function, m is the number of edges and n is the number of vertices.
Subsequently, Chazelle modified the algorithm in Chazelle to bring down the running
time to O(max(m; n)). Later a similar algorithm of the same running time was presented
by Pettie, which gives an alternate exposition of the O(max(m; n)) result. Pettie and
Ramachandran present a deterministic algorithm to find a minimum spanning tree of a
graph with n vertices and m edges that runs in time O(T*(m; n)) where T*(m;n) is the

minimum number of edge-weight comparisons needed to determine the MST [32][23].

In the practical side, finding minimum cost spanning trees is the most fundamental and
well-studied network design problem. For instance, one may wish to connect
components of a VLSI circuit by networks of wires, in a way that uses little surface
area on the chip, draws little power, and propagates signals quickly. Similar problems
come up in other applications such as telecommunications, road network design, and

medical imaging [12].

Przytycka and Higham [35] assume that associated with each link is a positive weight
representing the cost of sending one message along the link and the cost on a weighted
network is the sum of the costs of all messages sent during its execution. They present an
efficient cost-sensitive, asynchronous, distributed that finds a minimum spanning tree in
a weighted connected network of processors. However, the link costs in the network are
fixed. In our variant of the problem, the link costs are dependent upon the set of

destinations that share the link.
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Salama, Reeves, Viniotis [37] formulate the problem of constructing broadcast trees for
real-time traffic with delay constraints as a delay-constrained minimum spanning tree
(DCMST) problem in directed networks. They propose delay-constrained minimum
Steiner tree heuristic to solve the problem. Simulation results indicate that the fastest
delay-constrained minimum Steiner tree heuristic, DMCT, is not as efficient as the
heuristic they propose, while the most efficient delay-constrained minimum Steiner tree
heuristic, BSMA, is much slower than their proposed heuristic and does not construct
delay-constrained broadcast trees of lower cost. However, in many applications,
multicast will be more suitable and we can consider other constrained factors such as

bandwidth.

Maxemchuk [29] discuss the issue of video distribution on multicast networks. This
type of application has a greater demand for network bandwidth than e-mail or most
information retrieval functions on the WWW. His goal is to construct a minimum cost
tree from the source to every destination. Destinations can request different bandwidth
signals from the source. The source transmits only one signal that is sufficient for the
highest bandwidth destination. However, the author’s solution approach is
heuristic-based. Obviously, in his work, it could be further optimized. Charikar, Naor,
and Schieber [8] extend this concept to present heuristics with provable performance
guarantees for the Steiner tree problem in the rate model and the priority model.

However, no simulation results are reported to justify the proposed approaches.

A minimum cost multicast tree is also referred to as a Steiner tree. That is to say, a
Steiner tree is to construct a minimum cost tree for a subset of the nodes in a network
with fixed costs on the corresponding network links. The problem of determining a

Steiner tree is known to be NP-complete [17]. The problem that we intend to solve is
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related to the Steiner tree problem but it is complicated, due to not every receiver
requires the same bandwidth. Therefore, using any deterministic algorithms would not be
capable of solving the problems in polynomial time. In other words, adopting other
non-deterministic algorithms to solve the variant of the problem is necessary, such as

Lagrangean method.

From the above mentioned, according to different applications, constructing different

minimum spanning tree to satisfy different constraints is required and practical.

1.3.4 Admission control

The objective of admission control is to control the operation of a network in such a
way to ensure the uninterrupted service provision to the existing connections and at the
same time to accommodate in an optimum way the new connection requests. In other
words, the decision is based on (1) does the new connection affect the QoS of the
connections currently being provided by the network? (2) can the network provide the
QoS requested by the new connection? Once a request is accepted, the required

resources must be guaranteed [33].

Cetinkaya and Knightly [7] propose the solutions to perform admission control based on
passive measurements. Routers monitor the passing traffic. While they receive a set-up
request, they decide about the admission of that service based on the collected estimates
about the current resource usage. This technique is less precise than the active
measurement approach in the estimation of the available resources, and it requires that
each router is able to perform admission control mechanism. Lai and Baker [26] adopt

the active measurement technique, which is used to estimate the capacity of the

14



bottleneck link along a path. However, all those solutions do not involve mechanisms to

deal with multicast communications.

Firoiu and Towsley [15] consider the problem of admission control is decomposed into
several subproblems that include: the division of end-to-end QoS requirements into local
QoS requirements, the mapping of local QoS requirements into resource requirements,
and the reclaiming of the resources allocated in excess. They solve the independent
subproblems by a set of mechanisms and policies that can be used to provide admission
control and resource reservation for multicast connection establishment. However, route
establishment is an important part of connection process. The solution of the problem

will be better if jointly considered the routing and admission control problems.

Jia, Zhang, Pissinou, and Makki [23] present a real-time multicast connection setup
mechanism, which integrates multicast routing with real-time admission control and
performs the real-time admission experiments on a cost optimal tree (COT) and a
shortest path tree (SPT) in parallel, aiming at optimizing network cost of the routing tree
under the real-time constraints. It has the following important features: (1) it is fully
distributed; (2) it achieves sub-optimal network cost of routing trees; (3) it takes less
time and less exchanged messages for a connection setup. However, the link costs in the
network are fixed. In our model, the link costs are dependent upon the set of the

destinations that share the link.

Pagani and Rossi [32] propose the call admission multicast protocol (CAMP) to provide
bandwidth guarantees to multicast applications with dynamic changes of the destination
group membership. They prove that the protocol terminates, and that it avoids the

destination making the uncorrected decision. Simulation results show that the devised
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mechanism effectively performs admission control. However, without considering the
property of heterogeneous destinations in their proposed methods is the weakness. It

makes room for space.

Tang, Tsui, and Wang [38] describe three basic components of admission control
schemes in Figure 1.5: traffic descriptors, admission criteria, and measurement
processes. A request will be accepted or not depends on the three factors. However,
most of the researches focus on “measurement processes”. We will make some
changes on *“admission criteria” instead of current usage strategy for another

breakthrough.

affic
riptors

Decision

Figure 1-5: The Relationship between basic components of admission control

schemes

We may learn lessons from the above introductions to know that in order to consider the
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QoS assurance issue for the broadband Internet, the three closely-related mechanisms,
admission control, routing and resource reservation, should be considered jointly [1].
Furthermore, an alternative admission control mechanism such as “partial admission

control” collocate other components may bring about the wonderful effect.

1.3.5 Lagrangean Relaxation

Lagrangean methods were used in scheduling and the general integer programming
problems at first. But as time went by, it has become one of the best tools for
optimization problems such as integer programming, linear programming
combinatorial optimization, and non-linear programming [16]. Adopting Lagrangean
relaxation as our approach has several advantages [4].

1. Lagrangean relaxation is a highly flexible approach since it is often possible to
divide and conquer models in several ways and properly apply Lagrangean
relaxation to each different subproblem.

2. In decomposing problems, Lagrangean relaxation solves primal problems as
individual components; consequently, the solution approach permits us to exploit
any known methodology or algorithm for solving the problem.

3. We can use Lagrangean relaxation methods to devise effective heuristic solution
methods for solving complex combinatorial optimization problems and integer

problems.

Lagrangean relaxation method permits us to remove constraints and instead place them
in the objective function with associated Lagrangean multipliers. The optimal value of
the relaxed problem is always a lower bound (for minimization problems) on the

objective function value of the problem. By adjusting the multiplier of Lagrangean
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relaxation, we can get the upper bound and the lower bound of this problem in Figure
1.6. We can solve the Lagrangean multiplier problem in a variety of ways. The
subgradient optimization technique is possibly the most popular technique for solving

the Lagrangean multipliers problem [16] [18].

Primal Problem
+

A 4

Adjust multiplier -
Lagrangean Relaxation [~~~ "7 777 Multiplier
Problem [~ °°°777°° > Dual Problem
v

subproblem | ... subproblem
v v
sub-optimal sub-optimal

Figure 1-6: Using branch and bound approach to get feasible solution
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1.4 Proposed Approach

For multicasting multimedia distributions, we aim to design the efficient and flexible
mechanisms. We use different models to represent the static application environment

and the dynamic application environment.

We model the problems as optimization problems. In the structure of mathematics,
they undoubtedly have the properties of nonlinear programming problems, which are
belonging to nonlinear programming problems. We will apply the Lagrangean

relaxation method and the subgradient method to solve these problems [3] [4] [16].
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1.5 Thesis Organization

The organization of this thesis is as following: Chapter 2 provides two problems and
their mathematical formulations—minimum cost tree model and partial admission
control model. Chapter 3 provides the Lagrangean Relaxation approach, the problem
decomposition, and the optimal solution to each subproblem. Chapter 4 describes how
to get primal feasible solutions and its heuristics of each problem. Chapter 5 is our
computational experiments and results for each problem. Finally, Chapter 6 is the

summary of this thesis and also suggests some direction for the future works.
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Chapter 2 Problem Formulation

2.1 Problem I: Minimum cost tree model

2.1.1 Problem Description

The network is modeled as a graph where the switches are depicted as nodes and the
links are depicted as arcs. A user group is an application requesting for transmission in
this network, which has only one source but more than one destination. Given the
network topology, the capacity of links and the bandwidth requirement of every user
group’s destination, we want to jointly determine the following decision variables: (1)
the routing assignment (a tree for multicasting or path for unicasting) of each user
group; and (2) the maximum allowable traffic requirement of each multicast user group

through each link.

In this model, the problem of constructing a multicast tree for multimedia distribution
is a variant of the Steiner tree problem. The link costs in Steiner tree problem are

invariant. However, in our first model, the link costs are dependent upon the set of
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destinations that share the link. So, we propose a minimum cost tree model to establish
a network that may ensure the source provides the bandwidth requested by the
destinations. Destinations can request different bandwidth requirements from the
source. The source transmits only signal that is sufficient for the highest bandwidth
destination in Figure 2.1. This model is especially suitable for supporting video and
audio applications that require stricter quality of service guarantees. By formulating the
problem as a mathematical programming problem, we intend to solve this
mathematical problem optimally by obtaining a network fitting into our goal, that is, to
make sure the network operator would spend minimum cost on constructing the

multicast tree.

Figure 2-1: The diagram of minimum cost tree model
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2.1.2 Notation

Given Parameters

Notation Descriptions
% The transmission unit cost associated with link |
Ay The traffic requirement of destination d of multicast group g
G The set of multicast groups in the network
The set of nodes in the network
L The set of links in the network
D, The set of destinations of multicast group g
h, The minimum number of hops to the farthest destination node in
multicast group ¢
C, The capacity of link |
I, The incoming links to node v
fy The multicast root of multicast group g
I, The incoming links to node T,
Py The set of paths destination d of multicast group g may use
s The indicator function which is 1 if link | is on path p and 0

otherwise

Table 2-1: Notation of Problem | Given Parameters

Decision Variables

Notation Descriptions
y 1if path p isselected for group g destined for destination d
e and 0 otherwise
y 1 if link | is on the subtree adopted by multicast group g and 0
gl

otherwise
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The maximum traffic requirement of the destinations in multicast
group g thatare connected to the source through link |

Table 2-2: Notation of Problem | Decision Variables

2.1.3 Problem | Formulation

Optimization Problem:

Objective function:

min > > a m, (IP1.1)
geG leL
subject to:
2 Xpa@gaSy <My VgeG,deD,lelL (1.1)
pePyy
2. My <G Viel (1.2)
geG
mgl € [0! Te%? agd] Vvl e L, ge G (13)
>
2 Va2 d;,g pzp: Xpo vgeG (L.4)
ya=0orl vlelL,geG (1.5)
|Z:‘ Vg 2 max{hg,‘Dg ‘} Vg eG (1.6)
Z Z Xgpa O S‘Dg‘ygl vgeG,lel (1.7)
deDy pePy
;ym <1 vgeG,veV —{r} (1.8)
=0
.Z.: Yy VgeG (L.9)
2 X =1 vdeD,,gecG (1.10)

pePy
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Xgpd =0or1l VdEDg,QEG,DEPgd (1.12)

The objective function of (IP1.1) is to minimize the total transmission cost of servicing
the maximum bandwidth requirement destination on all links L for all multicast

groups G, where L isthe setof linksand G is the set of user groups requesting for
connection. The maximum bandwidth requirement on a link in the specific group m,

can be viewed to that the source would be required to transmit in a way for matching

the most constrained destination.

Constraint (1.1) and (1.2) is referred to the capacity constraint, which requires that the

aggregate flows on each link | does not exceed its physical capacity C,. In

constraints (1.1), a variable m, is introduced. In this model, the variable m, can be

interpreted as the “estimate” of the aggregate flows. Since the objective function is

strictly increasing with m, and (IP1.1) is a minimization problem, each m_  will

equal the aggregate flow in an optimal solution. Constraint (1.3) is a redundant
constraint which provides upper and lower bounds on the maximum traffic requirement
for multicast group g on link |. Constraints (1.4) requires that if one path is selected
for group g destined for destination d, it must also be on the subtree adopted by

multicast group g . Constraint (1.5) and (1.6) require that the number of links on the

multicast tree adopted by the multicast group g be at least the maximum of h, and

the cardinality of D,. The h; and the cardinality of D, are the legitimate lower

bounds of the number of links on the multicast tree adopted by the multicast group g.
Constraint (1.7) is referred to as the tree constraint, which requires that the union of the

selected paths for the destinations of user group g forms a tree. Constraints (1.8) and
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(1.9) are both redundant constraints. Constraint (1.8) requires the number of selected

incoming links y, to node is 1 or 0. Constraint (1.9) requires there is no selected

incoming links 'y, to node that is the root of multicast group g. As a result, the links

we select can form a tree. Constraint (1.10) and (1.11) requires that exactly one path is

selected for each multicast source/destination pair.

In this basic model, bandwidth is the only one QoS requirements that we consider.
However, enhance or modify some constraints would be able to deal with other issues,
such as the delay requirement. The left side of constraint 1.7 represents the number of
usage for selected link | on multicast group g. Remove the first summation signal

makes the remainder Z XeaOp Stands for the number of usage for selected link |
pepgd

through destination d on multicast group g . We assume D, as the average delay on
link leL, L, as the end-to-end mean delay requirement for destination d of

multicast group g . Combine the above terms will become the delay constraint. The
left side of the constraint represents the end-to-end delay of destination d and the

right side of the constraint represents the maximum allowable end-to-end delay

requirement of destination d . ZZ X0 Dy <Ly, requires the end-to-end
leL pePy

average delay should be no longer than the maximum allowable end-to-end average
delay requirement for destination d. Take the delay constraint into account is especially
suitable for multimedia applications, such as video conferencing. As a result, through
proper extension will enable our basic model to handle other QoS requirements is

undoubted.
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2.2 Problem II: Partial admission control model

2.2.1 Problem Description

The network is modeled as a graph where the switches are depicted as nodes and the
links are depicted as arcs. A user group is an application requests for transmission in
this network, and it has only one source but more than one destination. Given the
network topology, the capacity of links and the bandwidth requirement of every user
group’s destination, we want to jointly determine the following decision variables: (1)
the routing assignment (a tree for multicasting or path for unicasting) of each admitted
destination; and (2) the admitted number of destinations of each partial admitted
multicast group. In this model, for simplicity and comparison reason, we assume the

same traffic requirement for all destinations in one group.

In this partial admission control model, we establish a network that allows the
admission policy of the multicast group does not base on traditional “all or none”
strategy. Instead of considering that accepts partial portions of destinations for the
requested multicast group. This flexible model is suitable for supporting services that is
characteristic of divergence, because destinations of a group may vary significantly in
their interests. By formulating the problem as a mathematical programming problem,
we intend to solve this mathematical problem optimally by obtaining a network fitting
into our goal, which means to make sure the network operator can earn maximum

revenue by servicing the partial admitted destinations.

This model is based on the following viable assumptions.

»  The revenue on each partial admitted group could be fully characterized by two

27



parameters: the entire admitted revenue of the group and the number of

admitted destinations.

»  The revenue on each partial admitted group is a monotonically increasing

function with respect to the number of admitted destinations.

»  The revenue function on each partial admitted group is a concave function with

respect to the entire admitted revenue of the group and the number of admitted

destinations. But the entire admitted revenue and the number of admitted

destinations jointly may not be a concave function.

»  The revenue on each partial admitted group is independent.

2.2.2 Notation

Given Parameters

Notation Descriptions
F The revenue generated from admitting partial users of multicast
g
group g, which is a function of f  and a,
a, The revenue generated from admitting multicast group g
a, The traffic requirement of multicast group ¢
G The set of multicast groups in the network
The set of nodes in the network
L The set of links in the network
D, The set of destinations of multicast group g
C, The capacity of link |

The incoming links to node v

The multicast root of multicast group g
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I The incoming links to node T,

Py The set of paths user d of multicast group g may use

The indicator function which is 1 if link | is on path pand 0

otherwise

Table 2-3: Notation of Problem Il Given Parameters

Decision Variables

Notation Descriptions
y 1ifpath p isselected for group g destined for destination d
e and 0 otherwise
1iflink | ison the subtree adopted by multicast group g and 0
Yo otherwise
f, The number of admitted destinations in multicast group g

Table 2-4: Notation of Problem Il Decision Variables

2.2.3 Problem Il Formulation
Optimization Problem:

Objective function:
min —>"F,(a,, f,) (IP2.1)

geG

subject to:
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Zag Yg < C

geG

2 2 X <2V

deDy pePy leL

Z Z Xgpd&pl S‘Dg‘ygl

deDy pePy

Dy <l

lel,

Z ygl :0

lel,
9
Xgpoa =001

Z Z Xgpd = fg

deDy pepgyq

fy €40,1.2,......|D [t

The objective function of (IP2.1) is to maximize the total “revenue” F, of servicing
the partial admitted destinations of multicast groups g, where geG and G is the set of
user groups requesting for transmission. F, can be viewed to reflect the priority of

partial users belonging to group g, while different choices of F, may provide

different physical meanings of the objective function. For example, if F; is chosen to

be the mean traffic requirement of partial users belonging to group g, then the objective

function is to maximize the total system throughput. If F, is chosen to be the

earnings of servicing partial users belonging to group g, then the objective function is

to maximize the total system revenue. In general, if a user group g is to be given a

Vliel

vgeG

VgeG,lel

vgeG,veV —{r,}

vgeG

VgeG,pe

vgeG

vgeG
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higher priority, then the corresponding F, may be assigned a larger value.

Constraint (2.1) is referred to the capacity constraint, which requires that the aggregate
flows on each link | not exceed its physical capacity C,. Constraints (2.2) requires that
if one path is selected for group g destined for destination d, it must also be on the

subtree adopted by multicast group g. Constraint (2.3) is referred to as the tree

constraint, which requires that the union of the selected paths for the destinations of

user group g forms a tree. Constraint (2.4) requires the number of selected incoming

links y, to node is 1 or 0. Constraint (2.5) requires there is no selected incoming

links 'y, to node that is the root of multicast group g. As a result, the links we select
can form a tree. Constraints (2.6) and (2.7) requires that exactly one path is selected for
each admitted multicast source/destination pair and Constraint (2.7) relates the routing

decision variables x_, to the auxiliary variables f . The introduction of the auxiliary

gpd

variables f, may facilitate the decomposition in the Lagrangean relaxation problem

to be discussed later. Constraint (2.8) requires that the number of admitted destinations

in multicast group g are the set of integers. Thus, we can easily decide the value of

them.

Obviously, this model is a simplified version without considering priority. This effect

influences the revenue function F, . Moreover, we assume the revenue function is a

concave function so that the Lagrangean Relaxation can easy to work. Nevertheless,

adopt appropriate transformation would make this model more generic in spite of
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viability. Take an example from the objective function min—z F,(a,, f,). The
geG

objective function of (IP2.1) is to maximize the total “revenue” of servicing the partial
admitted destinations of multicast groups g . However, through the left side of

constraint 2.7 z Z Xya » WE get the information of the total admitted destinations
deDy pepyq

of multicast group g . And we introduce a, as the revenue generated from

admitting destination d of multicast group g. The revised objective function is

becoming > > > x,4a, . This modified representation strengthens our original
geG deDy pePy

revenue function to improve the generality and practicability.
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Chapter 3 Lagrangean Relaxation

3.1 Problem I: Minimum cost tree model

3.1.1 Solution Approach

By using the Lagrangean Relaxation method, we can transform the primal problem
(IP1.1) into the following Lagrangean Relaxation problem (LR1.1) where constraints

(1.1), (1.4) and (1.7) are relaxed.

3.1.2 Lagrangean Relaxation

For a vector of non-negative Lagrangean multipliers, a Lagrangean Relaxation

problem of (IP1.1) is given by

Optimization problem (LR1.1):
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ZDl.l(ﬂ'ﬂ“yg) = min zzalmgl + Z Z Z Z ﬂgdlxgpdagdé‘pl _Z Z Zﬂgdlmgl

geG lelL geG deDy leL pePy geG deDy leL
+Zzlgygl _Z Z Z /nggpd +Z Z Z z Hglxgpdé‘pl _ZZHQH ‘Dg‘ygl
geG leL geG deDy pePy geG deDy leL pePy geG leL
(LR1.1)
subject to:
2. My <G Vliel (1.2)
geG
m, €0, max Uyl VielgeG (1.3)
yg=0o0rl
VlielL geG (1.5)

y, = max{h_,|D,}
; ! o[D| Vg eG (1.6)

2 Vg <1

Iet, vgeG,veV —{r} (1.8)
I; Yo =0 VgeG (1.9)
p; Xgpg =1 vdeD,,geG (1.10)
Xgpg =00r 1 vdeD,,geG,peP, (1.11)

Where S,,4,0, are Lagrangean multipliersand A6, >0. To solve (LR1.1), we

can decompose (LR1.1) into the following three independent and easily solvable

optimization subproblems.
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Subproblem 1.1: (related to decision variable x ;)

Zoora(B:2,0)=min D> > (O Bru@yuOu + D036 — Ag) Xgng

geG deDy pePyy lel leL
subject to:
Xy =1
pengd gpd Vvd e Dg’g eG (1.8)
Xgg =001 1 vdeD,,0eG,peP, (1.9)

The Subproblem 1.1 can be further decomposed into |G||Dgy| independent shortest path
problems with nonnegative arc weights. Each shortest path problem can be easily

solved by the Dijkstra’s algorithm.

Subproblem 1.2: (related to decision variable vy )

ZSubl_z (4,0) =min Zz(ﬂg —le ‘Dg ‘)ygl

geG lel
subject to:
yg =0o0rl VlielL,geG (1.3)
Z Yo 2 max{hg"Dg ‘} vgeG (1.4)
leL
2.Ya <1 Vg eGveV —{r,} (1.6)
2o =0 vg<G )

The algorithm to solve Subproblem 1.2 is stated as follows [3]:

Step 1. Compute max{hg,‘Dg ‘} for multicast group g.
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Step 2. Compute the number of negative coefficient 4, — 6, ‘Dg‘ for all links on

multicast group g.

Step 3. If the number of negative coefficient is greater than max{hg,‘Dg ‘} for

multicast group g, then assigns the corresponding negative coefficient of

Yy toland O otherwise.

Step 4. If the number of negative coefficient is no greater than max{h,,|D,f} for

multicast group g, then assign the corresponding negative coefficient of

Yy to 1. Then, assigns [max{hg,‘Dg‘}— the number of negative

coefficient of 'y ] numbers of smallest positive coefficient of y, tol

and 0 otherwise.

Subproblem 1.3: (related to decision variable m )

Zgps(B)=min ZZ(a| - z :Bgm)mgl

geG lelL deD,

subject to:

2. My <G Vliel (1.2)

geG

mg| S [0, rdneaDz( agd] V] e L, ge G (13)

First, we decompose Subproblem 1.3 into |L| independent problems. For each link

lel:
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Zozr(B)=min D (8, = D Bu)M, (Subproblem 1.3.1)

geG deDy

subject to:

2. My <G Vliel (1.2)

geG

mg| S [0, rdneaDz( agd] V] e L, ge G (13)

The algorithm to solve Subproblem 1.3.1 is stated as follows:

Step 1. Compute & — z By for link I of multicast group g.

deDy

Step 2. Sort the negative coefficient a, — Z By from the smallest value to the
deDg

largest value

Step 3. According to the sorted sequence. <i> assigns the corresponding m, to

the maximum traffic requirement in multicast group and add to the sum
value until the total amount of maximum traffic requirement on link | is

less than the capacity of link I. <ii>assigns the boundary negative

coefficient of m, to the difference between the capacity on link I and

the sum value of m, <iii> assigns the others’ coefficients of m, to 0.

3.1.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [18], for any g

a6y 20,

Zoy1(Bya» 44,6,) 1s a lower bound on Z,, . The following dual problem (D1.1) is

37



then constructed to calculate the tightest lower bound.

Dual Problem (D1.1):

ZDl.l = max ZDl.l(ﬂgdl ) )'g ) 9g|)

subject to:

ﬂgdl'egl 2 0

There are several methods to solve the dual problem (D1.1). Among them is the most

popular method, the subgradient method, which is employed here [20]. Let a vector s
be a subgradient of Z, ,(B,,4,6,) - Then, in iteration k of the subgradient

optimization procedure, the multiplier vector is updated by o*" = " +t*s*. The step

Z hIPl.l —Zpy (a)k)

2
|+

function value for a heuristic solution (an upper bound onZ,,). & is a constant,

size t* is determined by t“=6 . Z",,, is the primal objective

0<6<2.
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3.2 Problem I1: Partial admission control model

3.2.1 Solution Approach

By using the Lagrangean Relaxation method, we can transform the primal problem
(1P2.1) into the following Lagrangean Relaxation problem (LR2.1) where Constraints

(2.1), (2.2), (2.3), (2.7) are relaxed.

3.2.2 Lagrangean Relaxation

For a vector of non-negative Lagrangean multipliers, a Lagrangean Relaxation
problem of (IP2.1) is given by

Optimization problem (LR 2.1):

Zop (BiA0,8)=min =Y F (@, f)+>.> Bayyy—D. BC+D. DAYy

geG geG leL leL geG leL
IDIDITENEDIDID NP IAMLIEDIPWN AN
geG deDy pePy geG leL deDy pePy geG lel

+Z z z €9 Xgpd —QZC;% fg

geG deDy pePy

(LR2.1)
subject to:
Z‘yg' <1 vgeG,veV -{r} (2.4)
2 Yy =0 Vg eG (2.5)

lel
g
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Xgpg =0 0r 1 VgeG,peP,,deD, (2.6)

fy €40,1,2,...... Dt Vg eG (2.8)

where ,4,,6,

41 &, are Lagrangean multipliersand f,6,, > 0. To solve (LR2.1), we

can decompose (LR2.1) into the following five independent and easily solvable

optimization subproblems.
Subproblem 2.1: (related to decision variable X, )

Zgp1(4,0,€)=min Z Z z (59 —/Ig +299|5p,)xgpd

geG deDy pePy leL

subject to:

Xgpg =0 0r 1 VgeG,peP,,deD, (2.6)

The Subproblem 2.1 is to determine x,, . There are three cases to consider:

Case 1. If ¢,—A4, <0 and the absolute value of ¢, -4, > 2%5

leL

o » then assigns the

corresponding x_, tol

gpd

Case 2. If ¢,—1, <0 and the absolute value of ¢, -4, < 2499|5 then assigns the

leL

pl

corresponding x_, to0

gpd

Case 3. If ¢,—1, >0, then assigns the corresponding x,, to0

gpd
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Subproblem 2.2: (related to decision variable 'y, )

Zgoo (B2, 0) =min D> (Bt + 4y — 0y | Dy )Yy

geG leL

subject to:
lZlygl <1 vgeG,veV —{r} (2.4)
I; Yo =0 vgeG (2.5)

The Subproblem 2.2 can be decomposed into |G| independent problems. For each

multicast group geG:

Zginz21 (B, A,0) =min Z(ﬂﬂg +, -0, ‘Dg ‘)ygl

2 ; (Subproblem 2.2.1)
subject to:

;ygl <1 vgeG,veV —{r} (2.4)

I; Yg =0 Vg eG (2.5)

The algorithm to solve to Subproblem 2.2.1 is stated as follows:

Step 1. Compute the coefficient o, + 4, -6, ‘Dg‘ for each group.

Step 2. If the value is less than zero, assigns the corresponding negative

coefficientof y, to1and 0O otherwise.
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Subproblem 2.3: (related to decision variable f)

Zgpp5(&) =min — Z (Fg (ag! fg) + & fg)

geG

subject to:

f, €40.1.2,...... D[t Vg eG (2.8)

We may easily solve Subproblem 2.3 optimally by exhaustively searching from the

known set of fg )

3.2.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [18], for any 4,6, >0,

Zo,,(B Ay, 0y,&,) isalowerboundon Z,,. The following dual problem (D2.1) is

then constructed to calculate the tightest lower bound.

Dual Problem (D2.1):

Zpoy =MaXZp,, (4 ’/19 'Hgl ' 39)

subject to:

f,,6, 20

42



There are several methods to solve the dual problem (D2.1). Among them is the most

popular method, the subgradient method, which is employed here [20]. Let a vector s

be a subgradient of Z,,(8,4,,6,,¢,) - Then, in iteration k of the subgradient

optimization procedure, the multiplier vector is updated by " = »* +t*s*. The step

Z hIP2.1 - 202.1(a’k)

2
|

size t* is determined by t“=¢ . Z",,, is the primal objective

function value for a heuristic solution (an upper bound onZ,,). J is a constant,

0<o6<2.
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Chapter 4 Getting Primal Feasible Solution

After using the Lagrangean relaxation and the subgradient method to solve these
problems, not only getting a theoretical lower bound of primal feasible solution, but
also providing some hints to help us to find our primal feasible solution under each

iteration of solving the dual problem.

Although taking advantage of the above methods, we cannot guarantee that the results
of Lagrangean dual problems will be a feasible solution to the primal optimization

problem, since there are some constraints relaxed by Lagrangean relaxation.

If the decision variables calculated happen to satisfy the relaxed constraints, then a
primal feasible solution is found. Otherwise, to obtain primal feasible solutions,

properly modify such infeasible primal solutions is necessary.

4.1 Heuristics for Minimum Cost Tree Model

To calculate the primal feasible solutions of the minimum cost tree model, the
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solutions to the Lagrangean Relaxation problems are considered. The set of {xgpd}

obtained by solving (Subproblem 1.1) may not be a valid solution to problem (IP 1.1)

because the capacity constraint is relaxed. The capacity constraint may be violated for

some links. The set of {yg,} obtained by solving (Subproblem 1.2) may not be a valid

solution. It is because of the link capacity constrain and the union of {yg,} may not be

atree.

Thus, we need additional heuristics to obtain a primal feasible solution. In this section,
we propose the comprehensive method. It is composed of two parts, including
Lagrangean based modified T-M heuristic and adjustment procedures. Lagrangean
based modified T-M heuristic is the beginning task and adjustment procedure is the

following task. We describe the detail of the heuristics in the following.

Particularly mentioned one point, this model is supposed to serve all requested
multicast groups. Then we assume the multicast group’s traffic demand is lightly-load.
In other words, this model’s goal is only to reduce the total cost since all groups have

to be satisfied their needs without considering the admission control issues.

4.1.1 Lagrangean Based Modified T-M Heuristic

Maxemchuk [29] modified the proposed heuristics by Takahashi and Matsuyama (T-M
heuristics) to solve the variant Steiner tree problem. However, M.Charikar, J.Naor, and
B.Schieber [8] argued that Maxemchuk presented a heuristic for computing a

minimum cost Steiner tree, but provided only experimental evidence for its
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performance. From their results, the cost of the multicast tree generated by modified

T-M heuristics was no more than 4.214 times the cost of an optimal multicast tree.

Apparently, it was not pretty good. As a result, how to reduce the gap became the main

concern. Intuitively, properly integrate the modified T-M heuristics and the results of

Lagrangean dual problems may be useful to improve the drawback. We named this

method as Lagrangean Based Modified T-M Heuristics. This scenario was composed

of two parts: arc weight choices and modified T-M heuristics. In the following section,

we describe the detail of the heuristics.

4.1.1.1 Modified T-M Heuristics

Specifically, this heuristic operates as follows:

Step 1. Separate the receivers into subsets according to rate.

Step 2. Run the T-M heuristic on the subset with the highest requirements [38].

Step 3. Once the tree with the subset of receivers with the highest requirements
has been constructed, repeat the heuristic with this tree as the starting
tree for the subset of receivers with the next highest set of requirements.

Step 4. Repeat the procedure until all subsets of receivers are connected to the

tree.

Table 4-1: The steps of modified T-M heuristics

4.1.1.2 Arc Weight Choices Scheme

While solving the Lagrangean relaxation dual problem, we got some multipliers related

to each OD pair and each link. According to the information, we can make our routing
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more efficient. Therefore, there are several options about how to decide which
multipliers to represent the arc weights of the links. In model I, we use three types of
multipliers to assign the relative arc weight as follow:

I. For each multicast group, link I’s arc weight is equal to Z Baa -
deDy

ii. For each multicast group, link I’s arc weight is equal to Z {By xayy (Each OD
deDy

pair’s Traffic Demand)}.

ii. For each multicast groups, link I’s arc weight is equal to 4, .

4.1.2 Adjustment Procedures

Initially, through the integration of modified T-M heuristics and arc weights choices to
get a primal feasible solution. However, to make the overall performance is better than
better and to process some exceptions in non-regular environment. WWe propose some
adjustment procedure options as the following tasks. Nevertheless, redundantly check
actions may cause serious performance decline even if the total cost is down. Therefore,
we consider the most usual occurrence to reduce the total cost and control the used
resources in an acceptable range. We developed three “hop count based” schemes to
adjust the initial multicast tree. In this section, the detail of three “hop count based”

schemes described.

»  Compute the number of hops from the source to the destinations
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Choose the node that its downlinks’ traffic is maximum to adjust in every hop’s
iteration

Consider the following possible criteria and set the best one to be the final tree
(connect the others’ node having the same hops connect the source node

connect the nodes having the hop counts is larger or smaller by 1)

Compute the number of hops from the source to the destinations

Choose the node that its out-degree is maximum to adjust in every hop’s
iteration

Consider the following possible criteria and set the best one to be the final tree
(connect the others’ node having the same hops connect the source node

connect the nodes having the hop counts is larger or smaller than 1)

Compute the number of hops from the source to the destinations

Choose the node that its incoming traffic divides its own traffic demand is
maximum to adjust in every hop’s iteration

Consider the following possible criteria and set the best one to be the final tree
(connect the others’ node having the same hops connect the source node

connect the nodes having the hop counts is larger or smaller than 1)
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4.2 Heuristics for Partial Admission Control Model

To calculate primal feasible solutions of the partial admission control model, the
solutions to the Lagrangean Relaxation problems are considered. The set of {xgpd}
obtained by solving (Subproblem 2.1) may not be a valid solution to problem (IP 2.1)
because the capacity constraint is relaxed. The capacity constraint may be violated for

some links. The set of {yg,} obtained by solving (Subproblem 2.2) may not be a valid

solution. It is because of the link capacity constrain and the union of {yg,} may not be

a tree.

Thus, we need additional heuristics to obtain a primal feasible solution. In this section,
we describe the detail of the heuristics. First, the overall algorithm steps are introduced.
Next, according to some information from the solved Lagrangean dual problem, we
propose the Lagrangean based method to achieve more revenue. Finally, as the
deliberation of the above-mentioned, apply adjustment procedures to make the original

work better.

4.2.1 The Steps of Proposed Algorithm

Step 1. Use the information from the subproblem 2.3:

If f,=D,, itrepresents admit all destinations in group g

Else, it represents admit partial destinations in group g

Step 2. Tree construction (I):
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Use Lagrangean based modified T-M heuristics to construct the
multicast tree for each admitted multicast group.

Step 3. Tree construction (11):
Apply the adjustment procedure to tune constructed multicast tree and
choose the best one to be the final tree.

Step 4. Check capacity constraint for all links:
If it violates, drop some groups by specific criteria order until all links
satisfy the rule, go to step 5
Else, we get a feasible solution.

Step 5. Drop procedure:
Sort all groups by using the subgradient —F (a,, f,)—¢,f, from
smallest to largest, drop the largest subgradient’s group and check
capacity constraint until all links are satisfied.

Step 6. Add procedure:
Sort all groups by using the subgradient —F_ (a,, f,)-¢,f, from
smallest to largest, add one destination at a time from the smallest
subgradient’s group and check capacity constraint until all links are
satisfied

Step 7. Reconstruct multicast tree and Final checks:

Adopt Lagrangean based modified T-M heuristics and adjustment
procedures to reconstruct the final admitted groups. Check the capacity

constraint for all links. If it’s all-safe, then done. Else, go to step 4

Table 4-2: The steps of proposed algorithm for model 11

4.2.2 Lagrangean Based Modified T-M Heuristic

Maxemchuk [29] modified the proposed heuristics by Takahashi and Matsuyama (T-M

heuristics) to solve the variant Steiner tree problem. However, M.Charikar, J.Naor, and
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B.Schieber [8] argued that Maxemchuk presented a heuristic for computing a

minimum cost Steiner tree, but provided only experimental evidence for its

performance. From their results, the cost of the multicast tree generated by modified

T-M heuristics was no more than 4.214 times the cost of an optimal multicast tree.

Apparently, it was not pretty good. As a result, how to reduce the gap became the main

concern. Intuitively, properly integrate the modified T-M heuristics and the results of

Lagrangean dual problems may be useful to improve the drawback. We named this

method as Lagrangean Based Modified T-M Heuristics. This scenario was composed

of two parts: arc weight choices and modified T-M heuristics. In the following section,

we describe the detail of the heuristics.

4.2.2.1 Modified T-M Heuristics

Specifically, this heuristic operates as follows:

Step 1. Separate the receivers into subsets according to rate.

Step 2. Run the T-M heuristic on the subset with the highest requirements [38].

Step 3. Once the tree with the subset of receivers with the highest requirements
has been constructed, repeat the heuristic with this tree as the starting
tree for the subset of receivers with the next highest set of requirements.

Step 4. Repeat the procedure until all subsets of receivers are connected to the

tree.

Table 4-3: The steps of modified T-M heuristics
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4.2.2.2 Arc Weight Choices Scheme

While solving the Lagrangean relaxation dual problem, we got some multipliers related
to each OD pair and each link. According to the information, we can make our routing
more efficient. Therefore, there are several options about how to decide which
multipliers to represent the arc weights of the links. In model I1, we use three types of

multipliers to assign the relative arc weight as follow:

. For all multicast group, link I’s arc weight is equal to  f,.

ii. For each multicast group, link I’s arc weight is equal to {f xa, (Each OD

pair’s Traffic Demand)}.

ii. For each multicast groups, link I’s arc weight is equal to 6, .

4.2.3 Adjustment Procedures

Initially, through the integration of modified T-M heuristics and arc weights choices to
get a primal feasible solution. However, to make the overall performance is better than
better and to process some exceptions in non-regular environment. We propose some
adjustment procedure options as the following tasks. Nevertheless, redundantly check
actions may cause serious performance decline even if the total cost is down. Therefore,
we consider the most usual occurrence to reduce the total cost and control the used
resources in an acceptable range. We developed three “hop count based” schemes to
adjust the initial multicast tree. In this section, the detail of three “hop count based”

schemes described.
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Compute the number of hops from the source to the destinations

Choose the node that its downlinks’ traffic is maximum to adjust in every hop’s
iteration

Consider the following possible criteria and set the best one to be the final tree
(connect the others’ node having the same hops connect the source node

connect the nodes having the hop counts is larger or smaller by 1)

Compute the number of hops from the source to the destinations

Choose the node that its out-degree is maximum to adjust in every hop’s
iteration

Consider the following possible criteria and set the best one to be the final tree
(connect the others’ node having the same hops connect the source node

connect the nodes having the hop counts is larger or smaller than 1)

Compute the number of hops from the source to the destinations

Choose the node that its incoming traffic divides its own traffic demand is
maximum to adjust in every hop’s iteration

Consider the following possible criteria and set the best one to be the final tree
(connect the others’ node having the same hops connect the source node

connect the nodes having the hop counts is larger or smaller than 1)
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4.2.4 Drop Heuristic

Each group constructs its multicast tree, but there is no guarantee that link capacity
constraint is not being violated. Consequently, we check the traffic flow of each links.
If the capacity constraint is satisfied, we get a feasible solution. Otherwise, we will
drop some admitted groups by some specific order we define. The steps of drop

heuristics are as fallow:

1. Sort on all user groups by the subgradient —F,(a,, f,)—&,f, used in (Subproblem

2.3) to represent the order.

2. Pick the largest value one, and remove it from network.

3. Check all links. If the capacity constraint is satisfied, stop the drop action.

Otherwise, repeat step 1 and 2.

4.2.5 Add Heuristic

After drop heuristics, we get a feasible solution since the traffic of violated links are
being re-arranged through some user groups were dropped. Nonetheless, those groups
need another mechanism for being admitted and improve the total revenue of network.

The steps of add heuristics are as follow:

1. Sort on all user groups by the subgradient —F, (a,, f,)—&,f, used in (Subproblem

54



2.3) to represent the order.

2. Pick the smallest value, and add one destination at a time from the corresponding

group.

3. Check all links. If the capacity constraint is satisfied, repeat step 1 and 2.

Otherwise, stop the add heuristic.
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Chapter 5 Computational Experiments

For the purposes of proving our heuristics and showing the difference between the

results of our Lagrangean relaxation method and other primal heuristics, we implement

two simple algorithms to compare with our heuristics.

5.1 Simple Algorithm of Minimum Cost Tree Model

Step 1. Let each link’s arc weight equal to (1 / the sum of its connected nodes’
traffic demand).
Step 2. According to the link set metrics, every user group constructs its

multicast tree by the proposed method (modified T-M heuristic +

adjustment procedures).

Table 5-1: Simple Algorithm of model |
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5.2 Simple Algorithm of Partial Admission Control

Model

Step 1. Let each link’s arc weight equal to (1 / the sum of its connected nodes’
traffic demand).

Step 2. According to the link set metrics, every user group constructs its
multicast tree by proposed method (modified T-M heuristic+ adjustment
procedures).

Step 3. Check the capacity constraint. If all links are satisfied, stop it.

Otherwise, drop the user group as the sequence in their group ID.

Step 4. According to the sequence of group ID and destination ID, add

destinations until all links’ traffic flow could not increase and

reconstructs its corresponding multicast tree.

Table 5-2: Simple Algorithm of model Il

5.3 Assumptions, Parameters, and Cases

Number of Nodes 9~26

Cost Unit 5

Number of Iteration 2000

Maximum Unimprovement Counter |50

Begin to Tune 100

Initial Upper Bound Cost of transmitting maximum demand
Initial Scalar of Step Size 2

Test Platform Windows XP, 1.6 Hz CPU, 512M RAM

Table 5-3: The testing parameters for model |
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Number of Nodes 9~26

Cost Unit 5

Number of Iteration 2000

Maximum Unimprovement Counter |20

Begin to Tune 50

Initial Upper Bound 0

Initial Scalar of Step Size 2

Test Platform Windows XP, 1.6 Hz CPU, 512M RAM

Table 5-4: The testing parameters for model 11

These models and algorithms were coded in Python and run on a Pentium 4 1.6 G PC
with 512 MB RAM. The maximum number of iteration was set to 2000 iterations, but

it is flexible to reduce the number of iterations in program for some special cases. In

our implementation, Z".,, was initial chosen as the maximum cost when all links

transmitted the maximum traffic demand and Z",,, was initial chosen as 0, which

means the worst case of rejecting all user groups. For the two models, the choice of the

initial values of the multipliers was 0.

We have tested the algorithms on four networks — Mesh, GTE, NSF, and OCT, with 9,
12, 14, 26 nodes. These topologies are shown in Figure 5.1, 5.2, 5.3, and 5.4. For each
test network, several distinct cases are considered which have different pre-determined
capacity of links and traffic requirement of users. The traffic demand for each user
group is drawn from a random variable uniformly distributed in a pre-specified range,
which is shown in the second column of Table 5-21 through Table 5-28. The third
column specifies the capacity of each link. The fourth column shows the number of
new user groups. The fifth column is the number of users admitted after applying our
model. The sixth column gives the computed value by the simple algorithm. The
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seventh column gives the best objective function value calculated for (IP2.1) by the
proposed heuristics. The eighth column is the smallest upper bound on Z;p, 1 calculated

by solving (D2.1). The ninth column presents the error difference: [(Upper Bound —

Lower Bound) / Lower bound].

O @ @

Figure 5-1: 9-node 16-link Mesh network

59



Figure 5-2: 12-node 25-link GTE network

Figure 5-3: 14-nodes 21-links NSF Network
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Figure 5-4: 26-node 30-link OCT network

5.4 Heuristic Comparisons for Getting Primal Feasible

Solutions

Before expressing the implementation of the experiments, there are 3 heuristics about
the adjustment procedures and 3 heuristics about the arc weight choices for each model
to determine the multicast routing, and it’s only necessary to find the best one to do the
experiments. Therefore, we run four cases by these heuristics, and choose the heuristic,

which have the best result.

5.4.1 Experiment Result of Model |

Case 1:
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Mesh Network (9 nodes, 16 links)

Number of Requested Multicast Group: 5
Range of Requested Bandwidth: 1 ~ 5 (Mbps)
Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M 110.00 79.3519 38.62%
Modified T-M+Beta 91.00 79.3519 14.68%
Modified T-M+Alpha 89.00 79.3519 12.16%
Modified T-M+Theta 99.00 79.3519 24.76%

Table 5-5: The experiment results of model | with arc weight choices and without

arc weight choices on Mesh network

UB LB Gap
Modified T-M+Alpha+AP1 |82.00 79.3519 3.34%
Modified T-M+Alpha+AP2 (85.00 79.3519 7.12%
Modified T-M+Alpha+AP3 |81.00 79.3519 2.08%

Table 5-6: The experiment results of model | with the best arc weight choice and

adjustment procedures on Mesh network

Case 2:

GTE Network (12 nodes, 25 links)

Number of Requested Multicast Group: 10
Range of Requested Bandwidth: 10 ~ 20(Mbps)
Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M 6569.00 4133.085 |58.94%
Modified T-M+Beta 5091.00 4133.085 |23.18%
Modified T-M+Alpha 5006.00 4133.085 |21.12%
Modified T-M+Theta 5408.00 4133.085 |30.85%
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Table 5-7: The experiment results of model | with arc weight choices and without

arc weight choices on GTE network

UB LB Gap
Modified T-M+Alpha+AP1 (4391.00 4133.085 |6.24%
Modified T-M+Alpha+AP2 (4708.00 4133.085 |13.91%
Modified T-M+Alpha+AP3 (4306.00 4133.085 |4.18%

Table 5-8: The experiment results of model | with the best arc weight choice and

adjustment procedures on GTE network

Case 3:

NSF Network (14 nodes, 21 links)

Number of Requested Multicast Group: 10
Range of Requested Bandwidth: 1 ~ 20(Mbps)
Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M 1809.00 1106.778  |63.45%
Modified T-M+Beta 1412.00 1106.778  |27.58%
Modified T-M+Alpha 1386.00 1106.778  |25.23%
Modified T-M+Theta 1588.00 1106.778  |43.48%

Table 5-9: The experiment results of model | with arc weight choices and without

arc weight choices on NSF network

UB LB Gap
Modified T-M+Alpha+AP1 |1169.00 1106.778  |5.62%
Modified T-M+Alpha+AP2 |1255.00 1106.778  |13.39%
Modified T-M+Alpha+AP3 |1142.00 1106.778  |3.18%

Table 5-10: The experiment results of model I with the best arc weight choice and
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adjustment procedures on NSF network

Case 4:

OCT Network (26 nodes, 30 links)

Number of Requested Multicast Group: 15
Range of Requested Bandwidth: 5 ~ 20(Mbps)
Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M 42116.00 |19220.531 [119.12%
Modified T-M+Beta 27503.00 |19220.531 |43.09%
Modified T-M+Alpha 26441.00 |19220.531 |(37.57%
Modified T-M+Theta 33545.00 |19220.531 |74.53%

Table 5-11: The experiment results of model I with arc weight choices and without

arc weight choices on OCT network

UB LB Gap

Modified T-M+Alpha+AP1 [20911.00 [19220.531 |8.80%
Modified T-M+Alpha+AP2 (24081.00 |19220.531 |25.29%
Modified T-M+Alpha+AP3 [20737.00 [19220.531 |7.89%

Table 5-12: The experiment results of model I with the best arc weight choice and

adjustment procedures on OCT network

From the above tests for model I, it can be obviously that using the Lagrangean

multiplier as the link arc weight is better than without adapting it. In addition, after the

link arc weight to be determined as z By ey, integrating the three types of

deDg
adjustment procedures have different results. We find the adjustment procedure 3 will

bring the best performance. As a result, applying adjustment procedure 3 and letting
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link arc weight equal to Z By g become the best arrangement for model 1.

deDy

gd

Furthermore, the ratio of the reduced amount by modified T-M heuristic plus arc
weight choices divided the original value by pure modified T-M heuristic is from 0.19
to 0.37. And the ratio of the reduced amount by Lagrangean based modified T-M
heuristic plus adjustment procedures divided the original value by pure Lagrangean
based modified T-M heuristic is from 0.09 to 0.22. Therefore, while using modified
T-M heuristic, considering corresponding link arc weight and adjustment procedure is

equally necessary and important.

5.4.2 Experiment Result of Model 11

Case 1:

Mesh Network (9 nodes, 16 links)

Number of Requested Multicast Group: 5
Range of Requested Bandwidth: 1 ~ 10 (Mbps)
Range of link capacity: 30

Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M -305.00 -395.0291 |29.52%
Modified T-M+Beta -329.00 -395.0291 |20.07%
Modified T-M+Alpha -326.00 -395.0291 |21.17%
Modified T-M+Theta -336.00 -395.0291 |17.57%

Table 5-13: The experiment results of model Il with arc weight choices and

without arc weight choices on Mesh network

UB LB Gap
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Modified T-M+Theta+AP1 |-383.00 -395.0291 |3.14%
Modified T-M+Theta+AP2 |-358.00 -395.0291 |10.34%
Modified T-M+Theta+AP3 |-376.00 -395.0291 |5.06%

Table 5-14: The experiment results of model Il with the best arc weight choice and

adjustment procedures on Mesh network

Case 2:

GTE Network (12 nodes, 25 links)

Number of Requested Multicast Group: 10

Range of Requested Bandwidth: 1 ~ 10(Mbps)

Range of link capacity: 30
Number of Iterations: 2000
Result:

uB LB Gap
Modified T-M -3167.00  |-4709.110 |48.69%
Modified T-M+Beta -3589.00  |-4709.110 |31.21%
Modified T-M+Alpha -3402.00  |-4709.110 |38.42%
Modified T-M+Theta -3855.00  |-4709.110 |22.16%

Table 5-15: The experiment results of model Il with arc weight choices and without

arc weight choices on GTE network

uB LB Gap
Modified T-M+Theta+AP1 |-4502.00 |-4709.110 |4.60%
Modified T-M+Theta+AP2 |-4093.00 |-4709.110 |15.05%
Modified T-M+Theta+AP3 |-4352.00 |-4709.110 |8.21%

Table 5-16: The experiment results of model Il with the best arc weight choice and

adjustment procedures on GTE network

Case 3:
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NSF Network (14 nodes, 21 links)

Number of Requested Multicast Group: 10
Range of Requested Bandwidth: 1 ~ 20(Mbps)
Range of link capacity: 30

Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M -3913.00 [-6012.301 |53.65%
Modified T-M+Beta -4638.00 [-6012.301 |29.63%
Modified T-M+Alpha -4517.00 |-6012.301 |33.10%
Modified T-M+Theta -4909.00 [-6012.301 |22.48%

Table 5-17: The experiment results of model Il with arc weight choices and without

arc weight choices on NSF network

UB LB Gap
Modified T-M+Theta+AP1 |-5703.00 |-6012.301 |5.42%
Modified T-M+Theta+AP2 |-5036.00 [-6012.301 |19.39%
Modified T-M+Theta+AP3 |-5508.00 [-6012.301 |9.16%

Table 5-18: The experiment results of model Il with the best arc weight choice and

adjustment procedures on NSF network

Case 4:

OCT Network (26 nodes, 30 links)

Number of Requested Multicast Group: 15
Range of Requested Bandwidth: 1 ~ 20(Mbps)
Range of link capacity: 30

Number of Iterations: 2000

Result:
UB LB Gap
Modified T-M -12805.00 (-22079.108 |72.43%
Modified T-M+Beta -15479.00 |(-22079.108 |42.64%
Modified T-M+Alpha -15283.00 |[-22079.108 |44.47%
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Modified T-M+Theta -16512.00 |-22079.108 |33.72%

Table 5-19: The experiment results of model Il with arc weight choices and without

arc weight choices on OCT network

uB LB Gap

Modified T-M+Theta+AP1 |-20193.00 |-22079.108 |9.34%
Modified T-M+Theta+AP2 |-16918.00 |-22079.108 |30.51%
Modified T-M+Theta+AP3 |-18772.00 |-22079.108 |17.62%

Table 5-20: The experiment results of model Il with the best arc weight choice and

adjustment procedures on OCT network

From the above tests for model II, it can be obviously that using the Lagrangean

multiplier as the link arc weight is better than without adapting it. In addition, after the
link arc weight to be determined as 6, , integrating the three types of adjustment
procedures have different results. We find the adjustment procedure 1 will bring the
best performance. As a result, applying adjustment procedure 1 and letting link arc

weight equal to 6, become the best arrangement for model I1.

Furthermore, the ratio of the reduced amount by modified T-M heuristic plus arc
weight choices divided the original value by pure modified T-M heuristic is from 0.1
to 0.29. And the ratio of the reduced amount by Lagrangean based modified T-M
heuristic plus adjustment procedures divided the original value by pure Lagrangean

based modified T-M heuristic is from 0.14 to 0.23. Therefore, while using modified
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T-M heuristic, considering corresponding link arc weight and adjustment procedure is

equally necessary and important.
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5.5 Experiment Results

5.5.1 Experiment Result of Minimum Cost Tree Model

Case Traffic Link No. of SA Upper Lower Gap
No. Range | Capacity | Requested Bound Bound
Groups
1 0.5~1.0 40 5 201 189 189 0.00%
2 1.0~2.0 40 5 572 517 510 1.37%
3 0.5~1.0 40 10 368 331 330 0.30%
4 1.0~2.0 40 10 846 750 727 3.16%
5 0.5~1.0 40 15 693 601 596 0.84%
6 1.0~2.0 40 15 1206 1032 985 4.77%
7 0.5~1.0 40 20 1044 883 868 1.73%
8 1.0~2.0 40 20 1863 1539 1456 5.70%

Table 5-21: Summary of computational results of Minimum Cost Tree Model by

using Lagrangean Relaxation method on Mesh network
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Case Traffic Link No. of SA Upper Lower Gap
No. Range | Capacity | Requested Bound Bound
Groups
1 0.5~1.0 40 5 273 249 247 0.81%
2 1.0~2.0 40 5 624 553 534 3.56%
3 0.5~1.0 40 10 521 471 466 1.07%
4 1.0~2.0 40 10 1577 1400 1316 6.38%
5 0.5~1.0 40 15 1031 887 865 2.54%
6 1.0~2.0 40 15 2492 2124 1929 10.11%
7 0.5~1.0 40 20 1807 1506 1443 4.37%
8 1.0~2.0 40 20 3842 3177 2735 16.16%

Table 5-22: Summary of computational results of Minimum Cost Tree Model by

using Lagrangean Relaxation method on GTE network
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Case Traffic Link No. of SA Upper Lower Gap
No. Range | Capacity | Requested Bound Bound
Groups
1 0.5~1.0 40 5 359 322 319 0.94%
2 1.0~2.0 40 5 742 657 626 4.95%
3 0.5~1.0 40 10 683 586 577 1.56%
4 1.0~2.0 40 10 1448 1265 1174 7.75%
5 0.5~1.0 40 15 937 794 772 2.85%
6 1.0~2.0 40 15 2214 1855 1660 11.77%
7 0.5~1.0 40 20 1428 1167 1121 4.10%
8 1.0~2.0 40 20 2964 2450 2074 18.13%

Table 5-23: Summary of computational results of Minimum Cost Tree Model by

using Lagrangean Relaxation method on NSF network

72




Case Traffic Link No. of SA Upper Lower Gap
No. Range | Capacity | Requested Bound Bound
Groups
1 0.5~1.0 40 5 1339 1124 1105 1.72%
2 1.0~2.0 40 5 4762 3883 3601 7.83%
3 0.5~1.0 40 10 2897 2416 2353 2.68%
4 1.0~2.0 40 10 10527 8610 7622 12.96%
5 0.5~1.0 40 15 8604 7047 6737 4.60%
6 1.0~2.0 40 15 15347 12644 10384 21.76%
7 0.5~1.0 40 20 13677 10906 10187 7.06%
8 1.0~2.0 40 20 26958 21772 16508 31.89%

Table 5-24: Summary of computational results of Minimum Cost Tree Model by

using Lagrangean Relaxation method on OCT network
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From the computational results, it is observed that excellent results can be obtained by
the minimum cost tree model for the Mesh, GTE, NSF, and OCT network. For the four
tested network, the average error difference are respectively 2.23%, 5.63%, 6.51%, and
11.31%, which means, the solutions of using the Lagrangean Relaxation method are

near-optimal.

Besides the above effect, our algorithm performs better than the simple algorithm
heuristic for minimum cost tree model. For the test networks, our algorithm achieves
up to 12.19% to 18.07% (average 14.42%) improvement in the total cost over the

simple algorithm heuristic.

The reason that LR works better than SA is that LR has multipliers to provide hints
about the extent of constraint violating. Moreover, it can help to make decision
variables more effective and accurate. SA’s hints are rare, since it only uses the traffic
demand of nodes to reflect the link’s importance. Furthermore, LR can improve the
result iteration by iteration; since the result of SA is the same no matter how many

iterations it runs.
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5.5.2 Experiment Result of Partial Admission control Model

Case| Traffic Link No. of No. of SA Upper Lower Gap
No. | Range | Capacity | Requested | Admitted Bound | Bound
Groups Groups
1 1.0~2.0 10 5 5 -535 -562 -566 0.71%
2 2.0~4.0 10 5 5 =725 -764 -783 2.49%
3 1.0~2.0 10 10 10 -912 -991 -1004 1.31%
1
4 2.0~4.0 10 10 8§ -1378 | -1479 -1570 6.15%
1
5 1.0~2.0 10 15 145 -1757 | -1915 -1954 2.04%
6 2.0~4.0 10 15 12; -2244 | -2452 -2725 | 11.13%
1
7 1.0~2.0 10 20 15— -2665 | -2910 -3013 3.54%
8 2.0~4.0 10 20 13% -3073 | -3511 -4187 | 19.25%

Table 5-25: Summary of computational results of Partial Admission Control Model

by using Lagrangean Relaxation method on Mesh network
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Case| Traffic Link No. of No. of SA Upper Lower Gap
No. | Range |Capacity| Requested |Admitted Bound | Bound
Groups Groups

1 1.0~2.0 10 5 5 =779 -822 -833 1.34%

2 2.0~4.0 10 5 5 -1285| -1368 -1449 5.92%
3

3 1.0~2.0 10 10 8Z -1238 | -1352 -1380 2.06%
2

4 | 2.0~40 10 10 87 -1880 | -2108 -2433 | 15.42%
3

5 1.0~2.0 10 15 145 -1788 | -2005 -2077 3.59%
1

6 2.0~4.0 10 15 135 -2239 | -2553 -3266 | 27.93%

7 1.0~2.0 10 20 15— -2378 | -2694 -2858 6.09%
5

8 2.0~4.0 10 20 145 -2381 | -2796 -3997 | 42.95%

Table 5-26: Summary of computational results of Partial Admission Control Model

by using Lagrangean Relaxation method on GTE network
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Case | Traffic Link No. of No. of SA Upper Lower Gap
No. Range |Capacity | Requested | Admitted Bound Bound
Groups Groups

1 1.0~2.0 10 5 5 -838 -898 -909 1.22%

2 2.0~4.0 10 5 5 -1385 | -1507 -1608 6.70%
1

3 1.0~2.0 10 10 96 -1361 | -1503 1547 2.93%

4 2.0~4.0 10 10 7% -2015 | -2291 -2602 13.57%
2

5 1.0~2.0 10 15 125 -2059 | -2296 -2422 5.49%
3

6 2.0~4.0 10 15 105 -2481 | -2893 -3732 | 29.00%
2

7 1.0~2.0 10 20 13§ -2479 | -2815 -3057 8.60%
1

8 2.0~4.0 10 20 115 -2902 | -3518 -5188 | 47.47%

Table 5-27: Summary of computational results of Partial Admission Control Model

by using Lagrangean Relaxation method on NSF network
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Case | Traffic Link No. of No. of SA Upper Lower Gap
No. | Range | Capacity | Requested | Admitted Bound Bound
Groups Groups

1 | 1.0~2.0 10 5 5 -1752 | -1932 -1980 2.48%
1

2 | 2.0~4.0 10 5 45 -2787 | -3138 -3652 16.38%
2

3 |1.0~20 10 10 7 - -2530 | -2840 -3041 7.08%

4 |20~4.0 10 10 6% -4488 | -5104 -6220 21.81%

5 |1.0~20 10 15 11% -4296 | -4881 -5473 12.13%
2

6 | 2.0~4.0 10 15 11§ -7743 | -9207 -12836 | 39.42%
2

7 | 1.0~2.0 10 20 135 -5896 | -6836 -7906 15.65%
4

8 | 2.0~4.0 10 20 125 -12200| -15527 -25081 | 61.53%

Table 5-28: Summary of computational results of Partial Admission Control Model

by using Lagrangean Relaxation method on OCT network
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From the computational results, it is observed that excellent results can be obtained by
the partial admission control model for the Mesh, GTE, NSF, and OCT network. For
the four tested network, the average error difference are respectively 5.83%, 13.16%,
14.37%, and 22.06%, which means, the solutions of using the Lagrangean Relaxation

method are near-optimal.

Besides the above effect, our algorithm performs better than the simple algorithm
heuristic for partial admission control model. For the test networks, our algorithm
achieves up to 8.51% to 15.57% (average 12.06%) improvement in the total revenue

over the simple algorithm heuristic.

The reason that LR works better than SA is that LR has multipliers to provide hints
about the extent of constraint violating. Moreover, it can help to make decision
variables more effective and accurate. SA’s hints are rare, since it only uses the traffic
demand of nodes to reflect the link’s importance and runs add/drop heuristics by group
ID numbers. Furthermore, LR can improve the result iteration by iteration; since the

result of SA is the same no matter how many iterations it runs.
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Chapter 6 Conclusion

6.1 Summary

In this thesis, we attempt to solve the problem of supporting efficient and flexible
mechanisms for multimedia distribution on multicast networks. Under multimedia
application environments, it is characterized by large bandwidth variations due to
heterogeneous access-technologies of the networks (e.g., analog modem, cable modem,
xDSL, etc.) and receivers (e.g., high resolution, low resolution). Because of recent
advances in switching and transmission technologies, either by a progressive coder, or
video gateway, destinations can request different bandwidth requirement from the
source. The source transmits only signal that is sufficient for the highest bandwidth
destination. The minimum cost tree of multicast service is calculated by this property
of transmission mechanisms to achieve the efficiency. Furthermore, we also consider
partial admission control mechanism. For network operators, the function of partial
admission control is to determine whether a user service request can be granted such
that the requested bandwidth of the new user can be satisfied and the total revenue can

be maximized under limited resources.
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Consequently, we deal with the problems as mathematical models. The first focuses on
the minimizing total transmission cost, while the second focuses on maximizing the
total system revenues and satisfy capacity constraint and multicast tree constraints. The
basic approach to the algorithm is Lagrangean Relaxation and the subgradient method.
We develop the Lagrangean based modified T-M heuristic and several adjustment
procedures to get primal feasible solutions. From computational experiments, the
proposed algorithm determines solutions that are within a few percent of an optimal
solution with 9-26 nodes both in the minimum cost tree model and partial admission
control model (error difference in the minimum cost tree model is 6.42% on average,
error difference in the partial admission control model is 13.86% on average). In terms
of performance, our Lagrangean Relaxation based solution has more significant
improvement than simple heuristics. The improvement on the total cost can reach
14.42% on the average in the minimum cost tree model, and 12.06% on the average in

the partial admission control model.
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6.2 Future Work

At first, in model 1l-- Partial Admission Control Model-- the destination’s traffic
demand in one multicast user group is set the same, but every destination may have
different requirements. Therefore, it could be modified to adapt for supporting
multimedia services that is characteristic of divergence, because destinations of a
group may vary significantly according to their interests. In other words, the concept of

priority would be introduced. This concept can be extended from our model II.

Secondly, adjustment procedures play an important role of the entire getting primal
feasible solution process in this paper. To break an even point between performance
and cost, we proposed the hop count based heuristic to adjust one node in every
iteration. But, it lacks of broader rules to understand all nodes’ condition in the
network. In the future, we can consider alternative methods for related algorithms

development.

Finally, throughout this thesis, the multicast environment we are concerned about is
quasi-dynamic. Thus, how to take into account the real-time membership action
including join and leave is more complex. It is, of course, also an interesting and

meaningful research issue.
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