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論文摘要 
 

由於等效頻寬將各流量之間彼此影響的非線性關係轉換成一線性表示方法，大大降

低了問題的複雜度，因此將等效頻寬的概念應用在網路容量限制考量之問題上，可以提

供一個在研究允入控制及頻寬規劃分配上一個實用的架構。 

在此篇論文中，我們首先提出了一個允入控制及路由規劃的通用性演算法，和一般

允入控制的演算法不同的是，我們在決定是否允入新流量時除了考慮在目前路由架構下

所剩餘的可用頻寬及服務品質管理的條件外，我們更進一步嘗試著調整目前的路由架

構，將剩餘不連續的可用頻寬整合成連續可用的頻寬以供待允入之流量使用，如此能使

得整體網路資源的使用最佳化，也等同於所獲利潤之最大化。但由於更動目前路由架構

會造成流量的增加、資料封包的流失、增加現存網路使用者之傳輸延遲，因此本演算法

的目標是在考慮以等效頻寬為條件的服務品質管理下，藉由最少（成本最低）的路由架

構調整，來最大化系統的效能（收益）。 

此外，我們也在以上述演算法為基礎下，提出了一個適用於群播網路的允入控制及

路由規劃演算法。在群播網路上，調整路由架構變得較為複雜，群播樹的調整往往牽涉

到群播樹建立時的條件限制，並且往往對網路產生更嚴重的影響，引發更大的成本，希

望籍由此演算法的提出，可以有效地在儘量減少對現存網路使用者的影響下，最大化網

路系統營運者的收益。 

 

關鍵詞：等效頻寬、群播網路、允入控制、路由、網際網路通訊協定、網路規劃、最佳

化、拉格蘭日鬆弛法、數學規劃。 
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Admission Control and QoS-constrained Routing Algorithms Considering Multicast 
Service and Traffic Rerouting 

 

Because effective bandwidth transforms the complex non-linear influence between 

traffic flows into a linear expression, it reduces the complexity of the traffic model. The 

notion of effective bandwidths has provided an useful practical framework for call admission 

control and capacity planning problems. 

 

In this thesis, we first propose a general call admission control and QoS-constrained 

routing algorithm. The difference between this proposed algorithm and other algorithms is 

that when we decide whether the new traffic flow is admitted, rerouting of existing traffic is 

considered. By moving some traffic from one link to another, it is possible to generate a new 

route that the QoS constraints, such like bandwidth, end-to-end delay will be satisfied for the 

new traffic flow. Utilization of the network, and revenue of network operators are maximized. 

 

Besides, based on the above algorithm, we also propose a call admission and 

QoS-constrained routing algorithm that can be applied to networks supporting multicast 

services. In such networks, it is more complex to decide which set of traffic flows should be 
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rerouted to maximize network utilization. The constraints of building the multicast tree should 

also be considered when rerouting such set of traffic flows. Also, that will introduce more 

interference between traffic flows, and in turns costs more. By proposing this algorithm, we 

want to reduce the impact on the existing traffic flows as more as possible, and to maximize 

the total revenue of network operators at the same time. 

 

Keywords: Effective Bandwidth, Multicast, Call Admission Control, Qos-Constrained 

Routing, Network Planning, Optimization, Lagrangean Relaxation Method, 

Mathematical Programming. 
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Chapter 1  Introduction 

1.1  Background 

With the popularity of the Internet, applications based on network service are growing 

rapidly. In order to meet the bandwidth requirements for those applications, network operators 

spend more and more to enlarge their network capacity, including setting up more new 

physical links, upgrading their existing links to higher transmission rate. In addition to enlarge 

the network capacity, because the Internet migrates to commercial enterprise, there is still one 

way to achieve that goal - network planning or called traffic engineering. Traffic engineering 

is the process of controlling how traffic flows through one’s network in order to optimize 

resource utilization and network performance. At the mean time, it can provide 

Quality-of-Service (QoS). The ability to provide reliable QoS service may well become a 

crucial factor in influencing the customer’s propensity to pay for networks. The current 

Internet operates in a best-effort manner, which is considered insufficient for QoS demanding 

applications. These applications, such as VoIP, VoD, MoD, video conferencing, Tele-Health 

require, at least benefit from QoS or some other form of prioritization guarantees on making 

successfully connection. To enable QoS and traffic engineering, admission control is needed, 

and plays an important role. 

 

Those QoS demanding applications require a guaranteed level of QoS, to work properly. 

These QoS requirements may be in terms of a minimum bandwidth, bounded end-to-end 

delays, and the maximum packet loss rates suffered by a flow. Network operators that support 

such flows should guarantee such requirements in SLA (Service Level Agreement), and must 
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be able to allocate and maintain their finite network resources to uphold their guarantees. 

Thus, the operators may also have to reject new traffic flows that would violate their promises. 

The process of deciding whether to accept or reject a new flow is called admission control. 

Nnetwork operators can also add some conditions when deciding whether to admit new traffic 

flows or not, even when the above requirements are already met. Operators may want to keep 

total throughput beyond a specified level, or preserve bandwidth for emergency, …  , etc. 

 

There are three basic components of admission control schemes: traffic descriptors, 

admission criteria, and measurement process. Figure 1.1 illustrates the relationship among the 

three components. 

 

Admission
Control
Unit

Admission
Criteria

Measurement
Process

Traffic
Descriptors

Admission
Decision

 

Figure 1.1 The relationship Between Basic Components of Admission Control 

 

There are two basic approaches to admission control: the first, which we call the 

parameter-based approach, computes the amount of network resources required to support a 

set of flows given a priori flow characteristics; the second, the measurement-based approach, 
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relies on measurement of actual traffic load in making admission decisions. 

 

One of parameter-based approach, Simple-Sum algorithm, only ensure the sum of 

existing bandwidth requirements and the newly coming traffic flows doesn’t exceed a 

specified threshold, for example, link capacity. The source behavior and the aggregate traffic 

arrival process are not considered. This is the simplest admission control algorithm and hence 

is being most widely implemented by switch and router vendors. Often, to ensure low 

queueing delay called for by controlled- load service, an approximation of the weighted fair 

queueing (WFQ) scheduling discipline is implemented with this admission control algorithm. 

 

Examples of measurement-based approach are measured-sum, acceptance region [2] and 

efficient bandwid th. Not like “Simple Sum” algorithm just ensures the sum of existing 

reservations and the newly admitting traffic doesn’t exceed network capacity, but “Measured 

Sum” algorithm uses measurement to estimate the load of existing traffic. “Acceptance 

Region” algorithm calculates an acceptance region that can maximize the reward of utilization 

against the penalty of packet loss. R. Guerin, H. Ahmadi, and M. Naghshineh give a 

comparison of above approaches [6]. Y.Y. Liu, P.H. Tu, and Z.F. Zhang give a simulation and 

analysis on measurement-based admission control algorithms [9]. 

 

To deal with QoS, the interference between each traffic flow should be considered as 

well. But through the systematic analysis from queuing theory, the interference is presented in 

non- linear mathematical equations forms. Its dynamic nature poses difficult traffic control 

problems when trying to achieve efficient use of network resources. This results in a complex 

traffic model when considering QoS constraints. Because all connections are statistically 

multiplexed at the physical layer and the bit rate of connections varies, a challenging problem 
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is to characterize the effective bandwidth requirement of both individual connections and the 

aggregate bandwidth usage of connections multiplexed on a given link. At 1991, R. Guerin, H. 

Ahmadi, and M. Naghshineh proposed a concept of "equivalent bandwidth" [6]. The concept 

of equivalent bandwidth transforms the complex non- linear influence between traffic flows 

into a linear relationship, so it reduces the complexity of the traffic model. The notion of 

effective bandwidths has provided a useful practical framework for call admission control and 

capacity planning problem. Equivalent bandwidth will be discussed more detailed in section 

1.3. 

 

All of the above admission control algorithms decide whether to admit a new traffic 

based on residual resource which is computed from existing traffic and routing policy.  In 

this thesis, a new approach of equivalent bandwidth measured-based admission control is 

proposed. The new algorithm is capable of rerouting some existing traffic from one link to 

another one. Thus, the utilization of the network could be maximized. 
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1.2  Motivation 

Almost all admission control algorithms only consider the residual resources of the 

network based on the existing routing topology to decide whether to admit new traffic flows 

or not. But it is possible that the residual resource can fulfill the QoS requirements of the new 

admitting traffic flows. Because those links with residual resources are disconnected. If they 

are disconnected, there will be no continuous paths found for new traffic flows to route on. 

But, under this scenario, it doesn’t mean that the residual resource is not sufficient to admit 

new traffic flows. If the network operators reject the new coming traffic flow, the network 

utilization is not optimized, and either the network is not maximized. We propose an 

algorithm trying to solve this problem. If we try to move some traffic from one link to another 

properly, we can have a new “continuous” path to meet the QoS requirements of new traffic 

flows, and, therefore, they could be admitted. At the same time, revenue is maximized. 

 

But changing traffic flow from one link to another can also introduce interference 

between traffic flows, which in turns impacts other traffic flows in the network. Such 

interference could be, for example, packet- loss, increasing of transmission delay, … , etc. And 

yet another issue to be mentioned is the cost of re-routing process. All above do have serious 

impacts on the network. What is to be maximized is the total system throughput (revenue). At 

mean while, try to minimize the degree of impact on the existing traffic flows of the network. 

 

In [8], the authors propose an admission control and routing algorithm for networks 

supporting PVC service. The objective of admission control is to maximize the system’s 

throughput (revenue) subject to (1) the Quality of Service constraint for each user pair and (2) 

the constraint that the ratio of the total routing table modification cost and the corresponding 
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revenue for admitting the new user(s) not exceed a given bound. In networks supporting PVC, 

connections are set up at the service subscription time by manually modifying the routing 

tables residing in the switches along the chosen paths via a network management system. 

 

In this paper, a similar algorithm but supporting any network and with the ability to 

provide QoS service is proposed. In this model, whenever a new traffic flow comes, whether 

the residual network resource is sufficient to provide a QoS-guaranteed service for the new 

traffic flow or not is decided. If not, try to do some change on the routing topology to 

optimize the resource utilization and to see if the QoS constraints of new incoming traffic 

could be satisfied after the change. At the same time, those existing traffic flows should also 

meet its QoS constraints on the impact of admitting new traffic flow, such as end-to-end 

delay. 

 

In addition, an interesting scenario is considered: networks supporting multicast. In such 

scenario, the cost of link changing should be considered group-wised. At the mean time, the 

integrity of the multicast group should be ensured. 

 

The objective is also the maximization of whole system’s throughput (revenue) subject to 

(1) the QoS constraint for each user pair and (2) to minimize the total cost of changing routing 

topology due to admit a new traffic flow. 
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1.3  Literature Survey 

1.3.1  Equivalent Bandwidth 

In high-speed network architectures, several classes of traffic streams with widely 

varying traffic characteristics are statistically multiplexed and share common switching and 

transmission resources. Because all connections are statistically multiplexed at the physical 

layer and the bit rate of connections varies, a challenging problem is to characterize the 

effective bandwidth requirement on a given link. Admission control depends much on the 

characterization to decide if and how to accept incoming traffic flows. The equivalent 

capacity of a set of connections multiplexed on a link is defined as the amount of bandwidth 

required to achieve a desired GOS, e.g., buffer overflow probability, maximum end-to-end 

delay, given the offered aggregate bit rate generated by the connections. It is a function of 

individual connection characteristics and available network resources such as buffers or 

bandwidth. The goal of equivalent capacity is to capture key connection parameters that 

influence bandwidth allocation. Therefore, the equivalent capacity computation focuses on the 

bandwidth requirement of the bit rate generated by sources. The types of “sources” include 

both individual users as well as more complex sources, such as output of a multiplexer. R. 

Guerin, H. Ahmadi, and M. Naghshineh, propose a computationally simply approximation for 

the equivalent capacity or bandwidth requirement of a single or multiplexed connections on 

the basis of buffer overflow probability [6]. 

 

The equivalent capacity is computed from the combination of two different approaches, 

one based on a fluid-flow model and the other on the approximation of the stationary bit rate 

distribution. These two approaches capture different aspect of behavior of multiplexed 
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connection, while remaining computationally simple. The aspect is significant for admission 

control, because “if” and “how” to handle new incoming traffic flows is to be decided. And 

because of the simplicity of computation, it allows for the real-time computation of admission 

decision-making.  

 

Fluid-Flow Approximation 

The first approximation for the equivalent capacity is based on a fluid-flow mode. In this 

model, the bit rate generated by a number of multiplexed connections is represented as a 

continuous flow of bits with intensity varying according to the state of an underlying 

continuous-time Markov chain. This Markov chain is obtained from the superposition of the 

sources associated width each connection. A two-state Markov source is characterized by it 

peak rate peakR , utilization ρ , and mean burst period b .The aggregate bit rate is directed to 

a buffer which is emptied at a constant rate c. What we want to calculate is the minimum 

value of c, expressed as Ĉ , that, for a given buffer size x, ensures a buffer overflow 

probability smaller than ε . The value Ĉ  is the equivalent capacity of the multiplexed 

connections. Please reference [6] for detailed computation of equivalent capacity. Only the 

results are listed here. 

 

Single Source: 

2
(1 ) (1 ) 4 (1 )

ˆ
2 (1 )

peak peak peakb R x b R x x b R
C

b

α ρ α ρ α ρ ρ

α ρ

 − − + − − + − 
−

;  (1) 

where ( )ln 1α ε=  

 

 



 

 

20 

 

Multiple Sources: 

( )
1

ˆ ˆ
N

F i
i

C c
=

= ∑  (2) 

where îc  are determined from (1), N is the number of multiplexed sources 

 

Stationary Approximation 

( )
ˆ

sC m α σ′+;  with 2ln( ) ln(2 )α ε π′ = − −  (3) 

where m is the mean aggregate bit rate (
1

N
ii

m m
=

= ∑ ), and σ  is the standard deviation 

of the aggregate bit rate ( 2 2
1

N
ii

σ σ
=

= ∑ ) 

 

Now, combine the two approximations into a single expression. The equivalent capacity 

Ĉ  is taken to be the minimum of ( )
ˆ

FC  and ( )
ˆ

SC : 

1

ˆ ˆmin ,
N

i
i

C m cα σ
=

 ′= + 
 

∑  (4) 

 

Y.Y. Liu, P.H. Tu, and Z.F. Zhang develop the delay probability distribution function 

(PDF) and the approximate expression for the equivalent bandwidth using fluid flow 

method[9]. Their study is on packet delay in buffers, and First Come First Serve principle is 

adopted. In the paper, the traffic model is also two-state Markov process with ON state and 

OFF state duration are exponential distributed with parameter β  and α  respectively. 

When in ON state, the source generate packets at peek rate λ . ε  is defined as the 

probability that the packet delay in buffer exceeds a given threshold D. Again, the detailed 

description of computation is skipped, only the result is listed. The equivalent bandwidth 

under delay constrains, as the given D and ε , is as below: 
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( )
( )

ln
lnd

N N D
C

N D
λ α ε
α β ε

−
=

+ −  (5) 

where N, still, is the number of traffic multiplexed on the link 

 

1.3.2  Quality of Service Routing 

The Internet has recently become an important communications channel [11]. The 

Internet was used in the 1980s and the beginning of 1990s by research and education 

communities for computer data transmission: electronic mail, network news and file transfers. 

The most demanding application from the service quality point of view was a network remote 

logon as an interactive application. The bandwidth required was small and occasional delay 

variations of order of several seconds could be tolerated [11]. 

 

Routing deployed in today's Internet is focused on connectivity and typically supports 

only one type of datagram service called "best effort" [14]. That means it will try its best to 

forward user traffic, but can provide no guarantees regarding loss rate, bandwidth, delay, 

delay jitter, etc. For example, packets can be dropped indiscriminately in the event of 

congestion. This kind of service works fine for some traditional applications (such as FTP and 

email). Recently many interactive or real- time services have been introduced and at the same 

time the economical importance of the Internet has grown. Transmitting interactive real-time 

media is the greatest challenge in packet-based networks, such as IP networks. The end-to-end 

delay, the delay variations (jitter), and the packet loss must not exceed some limits or usability 

of the service degrades badly [10]. It's intolerable for newly emerged real-time, multimedia 

applications, which require high bandwidth, low delay, and low delay jitter. In other words, 

these new applications require better transmission services than "best-effort". Thus, the study 
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of Quality-of-Service (QoS) is very important nowadays. 

 

Current Internet routing protocol [2], e.g. OSPF, RIP, use "shortest path routing" which is 

optimized for a single arbitrary metric, administrative weight or hop count. Alternate paths 

with acceptable but non-optimal cost can’t be used to route traffic. QoS-based routing must 

extend the current routing paradigm in three basic ways. First, to support traffic using 

integrated-services class of services, multiple paths between node pairs will have to be 

calculated. Such calculation requires the distribution of routing metrics, such like delay and 

available bandwidth. If the metrics change frequently, routing updates become more 

frequently and consuming more network bandwidth and router CPU cycles. 

 

Second, today’s opportunistic routing will shift traffic to a "better" path as soon as it is 

found even if the service requirement is satisfied. Such rerouting can introduce   routing 

oscillations as traffic shifts back and forth between alternate paths. Furthermore, delay 

variation and jitter experienced by end users are increased. 

 

Third, as mentioned earlier, today's optimal path routing algorithms do not support 

alternate routing. If the best existing path cannot admit a new flow, the associated traffic 

cannot be forwarded even if an adequate alternate path exists. 

 

The objectives of QoS-based routing are: 

l Dynamic determination of feasible paths : QoS-based routing is supposed to 

dynamically, not find being configured statically, a path to satisfy end user’s 

requirements. If there are several feasible paths available, the selection is based on 

some policy constraints, like minimum cost. 
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l Optimization of resource usage: QoS-based routing is expected to direct network 

traffic in an efficient way that can maximize the total network throughput. Such a 

routing scheme can be the basis for efficient network engineering. 

l Graceful performance degradation: When network is in heavy load, QoS-based 

routing is expected to give better performance (e.g. better throughput) than 

best-effort routing, which can degrade the performance dramatically. 

 

The followings are some traffic handling mechanisms: 

 802.1p: 802.1p is a traffic-handling mechanism for supporting QoS in IEEE 802 

technology LANs. 802.1p defines a field in the layer-2 header of 802 packets that can 

carry one of eight priority values. Typically, hosts or routers sending traffic into a LAN 

will mark each transmitted packet with the appropriate priority value. LAN devices, such 

as switches, bridges and hubs, are expected to treat the packets accordingly (by making 

use of underlying queuing mechanisms). The scope of the 802.1p priority mark is limited 

to the LAN. Once packets are carried off the LAN, through a layer-3 device, the 802.1p 

priority is removed. 

 

 Differentiated Services (Diffserv): Diffserv is a layer-3 QoS mechanism. defines a 

field in the layer-3 header of IP packets, called the diffserv codepoint (DSCP). Typically, 

hosts or routers sending traffic into a diffserv network will mark each transmitted packet 

with the appropriate DSCP. The DSCP is a six-bit field, spanning the fields formerly 

known as the type-of-service (TOS) fields and the IP precedence fields. Routers within 

the diffserv network use the DSCP to classify packets and apply specific queuing or 

scheduling behavior (known as a per-hop behavior or PHB) based on the results of the 

classification. 
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Integrated Services (Intserv): Intserv is a service framework. there are two 

services defined within this framework, guaranteed service and the controlled load 

service. The guaranteed service promises to carry a certain traffic volume with a 

quantifiable, bounded latency. The controlled load service agrees to carry a certain traffic 

volume with the 'appearance of a lightly loaded network'. These are quantifiable services 

in the sense that they are defined to provide quantifiable QoS to a specific quantity of 

traffic. 

 

1.3.3  Traffic Engineering 

Traffic engineering is the process of controlling how traffic flows through one’s network 

in order to optimize resource utilization and network performance. Traffic engineering is 

needed in Internet initially because current interior gateway protocols (IGPs) always use the 

shortest paths to forward traffic. Using shortest paths conserves network resources, but may 

also cause the following problems. 

 

The shortest paths from different sources overlap at some links, causing congestion on 

those links. The traffic from a source to a destination exceeds the capacity of the shortest path, 

while a longer path between these two routers is underutilized. 

 

There is a debate on whether network capacity will one day become so cheap and 

abundant that these two problems will be eliminated. This debate is beyond the scope of this 

article. Here we simply note that currently all ISPs have the above problems. By performing 

traffic engineering in their networks, ISPs can greatly optimize resource utilization and 



 

 

25 

 

network performance. Revenue can be increased without large investments in upgrading 

network infrastructure. Therefore, traffic engineering is definitely useful for ISPs now. 

 

Traffic engineering is difficult to do with IGPs in large networks for the following 

reasons: 

Among the equal-cost multipaths from a source, every path will have an equal share of 

load. This equal ratio cannot be changed. Therefore, one of the paths may end up carrying 

significantly more traffic than other paths because it also carries traffic from other sources. 

Local sharing cannot be done among multiple paths of different costs. Modifying an IGP 

metric to trigger some traffic shift tends to have side effects, and undesirable traffic shifts may 

also be triggered. 

 

In order to do traffic engineering effectively, the Internet Engineering Task Force (IETF) 

introduced MPLS (discussed later), constraint-based routing, and an enhanced link state IGP.  

 

1.4  Proposed Approach 

We model the problems as nonlinear convex integer mathematical programming 

problems. We will develop heuristics and apply the Lagrangean relaxation method to solve the 

problems. In Lagrangian Relaxation, subgradient method is used to find extreme point. 
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Chapter 2  Problem Formulation 

2.1  Problem Description 

The problem to be solved is that, how to decide a minimum cost path set so that network 

operators could admit new incoming traffic flows as many as possible to maximize total 

operating revenue. Two models are defined. One is for unicast networks, and the other one is 

for networks supporting multicast services. 

 

Existing traffic Admiting trafficRerouted path

A B C D

E F G H

 

Figure 2.1 Reroute existing traffic flows to Admit New Traffic 

 

Take figure 2.1 for example, the existing traffic is routed on path (A,B,C,H). Here comes 

a new traffic on O-D pair (A,D). Supposing this traffic has a high bandwidth requirement, and 

only link (A,B) and link (B,C) have sufficient bandwidth. But now, part of their bandwidth is 

used to transmit existing traffic flows, the residual bandwidth is not enough for the incoming 
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traffic flow. In ordinary admission algorithms, the new traffic would be rejected. But, in fact, 

residual bandwidth is indeed enough to admit the new traffic. In our proposed algorithm, we 

will try to reroute the existing traffic to a new path (A,F,C,H), so that all bandwidth of (A,B) 

and (B,C) is released for the new traffic to route on. Thus, the new traffic would be admitted. 

Not only system throughput (utilization) but also operating revenue is increased. 

 

In this algorithm, some issues should be discussed more detailed:  

l How to decide the cost of rerouting paths? 

l What are the constraints of rerouting? 

l How are the new incoming traffics routed? 

 

The cost of the rerouted paths is calculated using transmission delay, hop counts of the 

path, the amount of traffic flow routed on the path, and a “rank coefficient” of the path. At 

first, transmission delay is discussed. When a path is rerouted, network operators should 

temporarily stop to transmit all traffic flows on the path, after a period of time sufficient for 

the traffic to transmit to destination, and then restart to transmit data on the new path. The 

reason why stop first is to drain out all traffic flows on the old path to ensure the packets are 

not out-of-order due to path rerouting. So, delay is incurred. But, how to calculate the delay is 

proper to this model? There are two different ways to calculate that. From sender’s point of 

view, the delay it suffers is just equal to the end-to-end delay of the originally path. On the 

other hand, from the receiver’s point of view, the delay is equal to the end-to-end delay of the 

new path. Here, we choose the first scenario. This decision means that the longer the 

end-to-end delay of one path is, the less likely the path is rerouted. 

 

Second, intuitively, the traffic on a path will suffer a longer delay if hop counts of the 
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path are larger. Third, the amount of traffic flow of on each path is an important factor in 

calculating rerouting cost. More traffic flows will incur longer delay. Besides, larger buffer 

size is needed to store the traffic received at original router of the path.  

 

The last factor is the “rank coefficient”. In recent years, applications based on Internet 

vary one from another. Each application has its own QoS requirements. So, we proposed such 

a coefficient when calculating rerouting cost. It is an indicator that represents the importance 

of a traffic flow. Based on the QoS requirements in SLA, network operators may set different 

values for different traffic flow. With a larges rank coefficient, a traffic flow is less likely to be 

rerouted. For example, for a real-time application, like VoD, or video-conference, network 

operators can set a higher value than those paths with ordinary e-mail traffics. 

 

In conclusion, the cost of rerouting a traffic flow will be the end-to-end delay multiplied 

by the amount of traffic flows, and then, its rank coefficient. The hop count already is 

included when calculating end-to-end delay, so it is not multiplied again. 

 

In this problem, the equivalent bandwidth is used as a basis of QoS constraints 

measurement. How to calculate equivalent bandwidth is describe in section 1.3. Each traffic 

flow has its own end-to-end delay requirements. When a traffic flow is rerouted, the 

end-to-end delay on the new path should be also less than this specified value. 

 

As to the routing of the new traffic flows, non- linear programming skill is adopted. The 

above constraints are well formulated as a set of mathematical expressions. The objective 

function is to maximize the total revenue. New traffic flows are admitted as many as possible, 

and after admitting new traffics, try to find a rerouting policy that has a less cost. The 
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objective function is the maximum of revenue minus the cost of rerouting existing traffic 

flows. And then, a mathematical approach called Lagrangean Relaxation Method is used to 

solve this problem. 

 

In multicast scenario, the path delay constraint is replaced by group-wised delay 

constraint. In addition to those constraints in unicast scenario, yet another set of constraints 

should be satisfied: the integrity constraints of a multicast group. That is, all destinations of 

the multicast group have to find to routing path, or the multicast group can not be admitted. 
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2.2  Problem Notations and Formulation 

2.2.1  Model 1: Unicast 

Notation 

Given Parameters  

Notation Descriptions  

L Set of links in the network 

lC  For each link l L∈ , the link capacity 

'W  Set of existing O-D pairs 

''W  
Set of new O-D pairs whose admittance into network is to be 

determined 

W  ' ''W W W= ∪  

wγ  Equivalent bandwidth of O-D pair w W∈  

wλ  Mean traffic requirement of O-D pair w W∈  

wa  Revenue from admitting O-D pair w W∈  into the network 

wP  Set of elementary directed paths in the network 

'
wp  Artificial path introduced to carry the rejected sessions 

'
wP  { }' '

w w wP P p= ∪  

px′  

1 if path '
wp P∈ is used to transmit the packets for O-D pair w on 

original routing decision 

Otherwise, 0 

plδ  
A function which returns 1 when link l is on path p 

Otherwise, 0 
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wQ  Maximum allowed delay time for the O-D pair w in SLA 

wH  Maximum allowed hop counts for the OD-pair w in SLA 

wR  Rank coefficient of O-D pair w 

C A transformation coefficient from rerout ing cost to revenue 

Table 2-1 Notations of Given Parameters  

 

Decision Variables 

Notation Descriptions  

px  
1 if path '

wp P∈ is used to transmit the packet for O-D pair w  

Otherwise, 0 

Table 2-2 Notations of Decision Variables 

 

Formulation 

Objective function: 

1IPZ  =  ( )
'' '

max (1 ) 3
w w

w p p p w w w w
p P p Pw W w W

a x C x x t Rσ λ
∈ ∈∈ ∈

′− − +∑ ∑ ∑ ∑  
(IP1) 

As we want to deal with a minimization problem, an equivalent expression is: 

2IPZ  =  ( )
'' '

min (1 ) 3
w w

w p p p w w w w
p P p Pw W w W

a x C x x t Rσ λ
∈ ∈∈ ∈

′− + − +∑ ∑ ∑ ∑  
(IP2) 

 

subject to: 

w

p w pl
w W p P

x γ δ
∈ ∈
∑ ∑  ≤  lC  Ll ∈∀  (1) 

'
w

p
p P

x
∈
∑  =  1 ''w W∀ ∈  (2) 
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∑
∈ wPp

px  =  1 'w W∀ ∈  (3) 

px  =  0 or 1 wp P′∀ ∈ , w W∈  (4) 

wλ  ≤  wγ  Ww ∈∀  (5) 

w

p pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  wH  Ww ∈∀  (6) 

wt  =  p pl

l L w w

x δ

γ λ∈

′

−∑  '
,wp P w W∀ ∈ ∀ ∈  (7) 

wσ  =  
( )2

p pl

l L w w

x δ

γ λ∈

′

−
∑  '

,wp P w W∀ ∈ ∀ ∈ . (8) 

 

The objective function is to maximize total revenue from admitting a new traffic flow. 

The first item is the total revenue received from customers. The second item is the rerouting 

cost. In the second item, 3w wt σ+  is a reasonable upper bound for end-to-end delay. 

Considering the set ( px′ , px ), (1 )p px x′ −  returns 1 only when the value of the set is (1,0), 

otherwise, it will return 0. This means only when the path p is rerouted, the rerouting cost will 

be calculated. The term (1 )p p plx x δ′ −  ensures only the links on those paths which are 

rerouted are summed over. ( )(1 ) 3p p pl w w
l L

x x tδ σ
∈

′ − +∑  is the total end-to-end delay of the 

path. 

 

Constraint (1) requires that the aggregate equivalent bandwidth does not exceed the 

capacity of each link. Constraints (2), (3) and (4) require that all of the traffic between any 

O-D pair must be transmitted over exactly one routing path. Constraint (2) requires the new 

O-D pairs should choose one path from the path set including physical paths and artificial 

paths. When artificial path is selected, the O-D pair is rejected. Constraint (3) requires the 
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existing O-D pairs can only choose one path from physical paths. No originally admitted 

traffic should be rejected after admitting new traffic. Constraint (6) is the hop-count constraint. 

Constraint (7) and (8) are the end-to-end delay and standard deviation derived from an M/M/1 

queueing model respectively.  

 

About the equivalent bandwidth wγ , we can obtain it from wH . To explain that, an 

M/M/1 queueing model is used.1 On each link, delay can be expressed as ( )1 w wγ λ− . The 

hop count is wH , end-to-end delay would be w

w w

H
γ λ−

. Hence, an expression is hold: 

w
w

w w

H
Q

γ λ
≤

−
             (2.1) 

 

Thus, wγ  an be set to its minimum value, which is: ( )/w w wH Qλ + . 

 

2.2.2  Model 2: Multicast 

Notation 

Given Parameters  

Notation Descriptions  

 L Set of links in the network 

 lC  For each link l L∈ , the link capacity 

 G′  Set of existing groups 

 G′′  Set of new groups whose admittance to be determined 

                                                 
1 Though M/M/1 model can’t fully describe real traffic on the Internet, for illustration purpose, M/M/1 model 
can provide an acceptable analysis result. 
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 G { }G G′ ′′∪  

 gD  Set of destinations of the multicast group g , g G∈  

 gh  
The minimum number of hops to the farthest destination node in 

multicast group g . 

 gγ  Equivalent bandwidth of multicast group g , g G∈  

 gλ  Mean traffic requirement of multicast group g , g G∈  

 ga  Revenue of admitting multicast group g  into the network, g G∈  

 gdP  Set of elementary directed paths in the network, g G∈  

 '
gdp  Artificial path introduced to carry the rejected session, g G∈  

 '
gdP  { }' '

gd gd gdP P p= ∪ , g G∈  

 pgdx′  
1 if path '

gdp P∈ is used to transmit the traffic for multicast group g 

on original routing topology, and 0 otherwise 

plδ  A function which returns 1 when link l is on path p, and 0, otherwise 

 gly′  
1 if multicast group g is routed on link l on the original routing 

topology, and 0 otherwise 

 gQ  Maximum allowed delay time for the multicast group in SLA 

 gH  Maximum allowed hop counts for the multicast group g in SLA 

 gR  Rank coefficient of multicast group g 

 C A transformation coefficient from rerouting cost to revenue 
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Table 2-3 Notation of Given Parameters  

 

 

Decision Variables 

Notation Descriptions  

pgdx  
1 if path '

gdp P∈ is used to transmit the traffic for multicast group g 

destined for destination d, and 0 otherwise. 

gly  1 if multicast group g is routed on link l L∈ , g G∈ , and 0 otherwise 

gz  1 if multicast group g is admitted, and 0 otherwise 

gS  
The maximum transmission delay of a multicast group g from root to 

all destinations 

Table 2-4 Notation of Decision Variables 

 

Objective function: 

3IPZ  =  
'

max g g g g g
g G g G

a z C S Rλ
′′∈ ∈

−∑ ∑  
(IP3) 

As we want to deal with a minimization problem, an equivalent expression is : 

4IPZ  =  
'

min g g g g g
g G g G

a z C S Rλ
′′∈ ∈

− +∑ ∑  
(IP4) 

 

subject to: 

g gl
g G

yγ
∈
∑  ≤  lC  Ll ∈∀  (1) 

gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , ''g G∀ ∈  (2) 
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'
gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , 'g G∀ ∈  (3) 

pgdx  =  0 or 1  (4) 

gλ  ≤  gγ  g G∀ ∈  (5) 

gd

pgd pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  gH  gd D∀ ∈ , g G∀ ∈  (6) 

g gd

pgd pl
d D p P

x δ
∈ ∈
∑ ∑  ≤  gly gD  g G∀ ∈ , l L∈  (7) 

gly  =  0 or 1 g G∀ ∈  (8) 

gl
l L

y
∈
∑  ≥  max{ , }g gh D  g G∀ ∈  (9) 

gz  = '
gd

pgd
p P

x
∈
∑  

gd D∀ ∈ , ''g G∀ ∈  (10) 

gz  = 0 or 1  (11) 

gdt  =  pgd pl

l L g g

x δ
γ λ∈

′

−∑  
,

p Pgd
d Dg g G

∀ ∈
∀ ∈ ∀ ∈

 (12) 

gdσ  =  ( )2
pgd pl

l L
g g

x δ

γ λ∈

′

−
∑  

,
p Pgd
d Dg g G

∀ ∈
∀ ∈ ∀ ∈

 (13) 

gS  ≥  ( )
'

' (1 ) 3
gd

p p gd gd
l L p P

x x t σ
∈ ∈

− +∑ ∑  ',gd D g G∀ ∈ ∀ ∈  (14) 

gS  ≤  gQ  'g G∀ ∈ . (15) 

Constraint (1) requires that the aggregate equivalent bandwidth does not exceed the 

capacity of each link. Constraints (2), (3) and (4) require that all of the traffic between any 

S-D (Source-Destination) pair must be transmitted over exactly one path. Constraint (2) 

requires the new groups should choose paths from the path set including physical paths and 

artificial paths. Constraint (3) requires the existing groups can only choose paths from 

physical paths. No originally admitted groups should be rejected after admitting new groups. 
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Constraint (5) requires the calculated equivalent bandwidth is larger than the mean traffic 

requirement of the multicast group. Constraint (6) is the hop-count constraint. Constraint (7) 

and (8) are referred to as the tree constraints. Constraint (8) and (9) require that for each 

multicast group, the number of links used should be more than the larger value of the height 

of the routing tree of the group and the number of destinations of that group. Constraint (10) 

and (11) referred as the integrity constraint They require that in a multicast group, for each 

destination, a path is selected only when the multicast group is admitted. Constraint (12) 

describes the mean delay on the path. Constraint (13) describes the standard deviation of the 

delay on the path. Constraint (14) requires that the decision variable gS  should be larger 

than the maximum transmission delay of every S-D pair for each group. Constraint (15) 

requires that the maximum transmission delay can not be larger than the given delay in SLA, 

gQ . 
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Chapter 3  Solution Approach 

3.1  Lagrangean Relaxation Method 

In the 1970s [2], Lagrangean relaxation methods were used in scheduling and solving 

general integer programming problems. Lagrangean relaxation can provide proper solutions 

for those problems. It is a flexible solution approach. In fact, it has become one of the best 

tools for solving optimization problems such as integer programming, linear programming 

combinatorial optimization, and non- linear programming. Lagrangean relaxation has several 

advantages, for example, Lagrangean relaxation could decompose complex mathematical 

models in many different ways into some stand-alone subproblems. Then, we can optimally 

solve the subproblems using any proper algorithm [2][4]. 

 

Lagrangean relaxation lets us to find out the boundary of our objective function, so we 

can use it to implement heuristic solutions for getting feasible solutions. Lagrangean 

relaxation is a flexible solution strategy that permits modelers to exploit the underlying 

structure in any optimization problem by relaxing complicating constraints. This method 

permits us to “pull apart” models by removing constraints and place them in the objective 

function with associated Lagrangean multipliers. The optimal value of the relaxed problem is 
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always a lower bound (for minimization problems) on the objective function value of the 

problem. To obtain the best lower bound, we need to choose a minimization multiplier so that 

the optimal value of the Lagrangean subproblem is as large as possible. We can solve the 

Lagrangean multiplier problem in a variety of ways. The subgradient optimization technique 

is the most popular technique for solving Lagrangean multipliers problems [2][4]. 

 

Figure 3.1 explains Lagrangean relaxation in a straightforward way. Figure 3.2 gives a 

detailed procedure for Lagrangean relaxation. 

 

Primal Problem

Lagrangian
Relaxation
Problem

subproblem subproblem

Multiplier 
Dual 
Problem

Sub-Optimal Sub-Optimal 

Figure 3.1 Lagrangean Relaxation Illustration 

 

 

Figure 3.2 Lagrangean Relaxation Procedures 
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3.2 Model 1 : the Unicast Model 

3.2.1 Solution Approach  

By using the Lagrangean Relaxation method, we can transform the primal problem (IP2) 

into the following Lagrangean Relaxation problem (LR1) where Constraint (1) is relaxed. 

 

3.2.2 Lagrangean Relaxation 

For a non-negative Lagrangean multiplier, a Lagrangean Relaxation problem of (IP2) is 

given by 

Optimization problem (LR1): 

'' '

'
1( ) min (1 )( 3 )

w w

D w p p p w w w w
p P p P l Lw W w W

Z u a x C x x t Rσ λ
∈ ∈ ∈∈ ∈

= − + − + +∑ ∑ ∑ ∑ ∑  

( )
w

l p w pl l
l L w W p P

u x cγ δ
∈ ∈ ∈

−∑ ∑ ∑           (LR1) 

subject to: 

'
w

p
p P

x
∈
∑  =  1 ''w W∀ ∈  (1) 

∑
∈ wPp

px  =  1 'w W∀ ∈  (2) 

px  =  0 or 1 wp P′∀ ∈ , w W∈  (3) 

wλ  ≤  wγ  Ww ∈∀  (4) 

w

p pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  wH  Ww ∈∀  (5) 

wt  =  p pl

l L w w

x δ

γ λ∈

′

−∑  '
,wp P w W∀ ∈ ∀ ∈  (6) 

wσ  =  
( )2

p pl

l L w w

x δ

γ λ∈

′

−
∑  '

,wp P w W∀ ∈ ∀ ∈ . (7) 
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where lu  are Lagrangean multipliers and are ≥ 0. This problem can be decomposed to 

two subproblems. 

Optimization problem (LR1.1.1): 

1.1.1
''

( ) min ( )
w

Sub l l w pl w p
l L p Pw W

Z u u a xγ δ
∈ ∈∈

= −∑ ∑ ∑         (LR 1.1) 

subject to : 

'
w

p
p P

x
∈
∑  =  1 ''w W∀ ∈  (1) 

px  =  0 or 1 wp P′∀ ∈ , w W∈  (2) 

w

p pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  wH  Ww ∈∀ . (3) 

 

This subproblem is related to to-be-admitted O-D pairs and can be decomposed to w  

subproblems. Each subproblem is a shortest path problem with hop constraint. l wu γ  is the 

link cost, and wH  is the hop constraint. It can be solved by Bellman-Ford algorithm. If 

0l w wu aγ − ≤ , then set 
w

p
p P

x
∈
∑  to be 1, otherwise, 0. 

 

Optimization problem (LR1.1.2): 

1.1.2

'( ) min [ ( 3 ) ]
w

Sub l l w pl p w w w w p
w W p P l L

Z u u Cx t R xγ δ σ λ
∈ ∈ ∈

= − +∑ ∑ ∑      (LR 1.2) 

subject to : 

∑
∈ wPp

px  =  1 'w W∀ ∈  (1) 

px  =  0 or 1 wp P′∀ ∈ , w W∈  (2) 

w

p pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  wH  Ww ∈∀  (3) 

wt  =  p pl

l L w w

x δ

γ λ∈

′

−∑  '
,wp P w W∀ ∈ ∀ ∈  (4) 
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wσ  =  
( )2

p pl

l L w w

x δ

γ λ∈

′

−
∑  '

,wp P w W∀ ∈ ∀ ∈ . (5) 

 

This subproblem is related to existing O-D pairs, and can be decomposed to w  

subproblems. Each subproblem is a shortest path problem with hop constraint. l wu γ  is the 

link cost, and wH  is the hop constraint. Each subproblem can be solved by Bellman-Ford 

algorithm. The path discovered by Bellman-Ford algorithm could be the same as the original 

path, or different from the original path. Here, we should compare the two calculating result 

for both situation, and take the smaller one. The reason is that if rerouting the O-D pair will 

introduce larger value of 1( )DZ u , we should let the O-D pair use the original path to 

maximize total revenue. 

 

3.2.3 The Dual Problem and the Subgradient Method 

According to the weak Lagrangean duality theorem, for any 0u ≥ , 1( )DZ u  is a lower 

bound of 2IP . The following dual problem (D1) is then constructed to calculate the tightest 

lower bound. 

Dual Problem (D1) 

1dZ  = 1max ( )DZ u   (D1) 

 

Subject to: 

lu  ≥  0.   

 

The most popular method to solve the dual problem is the subgradient method. Let g be a 

subgradient of 1( )DZ u . Then, in iteration k of the subgradient optimization procedure, the 
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multiplier vector ( )uπ =  is updated by 1k k k kt gπ π+ = + . The step size kt  is determined by 

( )2 1
2

h
IP D kk

k

Z Z
t

g

π
δ

−
= . 2

h
IPZ  is the primal objective function value for a heuristic solution. δ  

is a constant between 0 and 2. 
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3.3 Model 2 : the Multicast Model 

3.3.1 Solution Approach  

By using the Lagrangean Relaxation method, we can transform the primal problem (IP4) 

into the following Lagrangean Relaxation problem (LR2) where Constraints (1)、(7)、(10)、

(14) are relaxed. 

 

3.3.2 Lagrangean Relaxation 

For a vector of non-negative Lagrangean multipliers, a Lagrangean Relaxation problem 

of (IP2) is given by 

Optimization problem (LR2): 

''
2 ( , , , ) min ( )D g g g g g l g gl l

g G l L g Gg G

Z u v w a z C S R y cα λ α γ
∈ ∈ ∈∈

= − + + − +∑ ∑ ∑ ∑  

    
'' '

'

( )

( )

( (1 )( 3 ) )

g gd

g gd

g gd

gl pgd pl gl g
l L g G d D p P

gd g pgd
d Dg G p P

gd p p gd gd g
g G d D p P

u x y D

v z x

w x x t S

δ

σ

∈ ∈ ∈ ∈

∈∈ ∈

∈ ∈ ∈

− +

− +

− + −

∑∑ ∑ ∑

∑ ∑ ∑

∑ ∑ ∑

 

(LR 2) 

 

subject to : 

gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , ''g G∀ ∈  (1) 

'
gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , 'g G∀ ∈  (2) 

pgdx  =  0 or 1  (3) 
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gλ  ≤  gγ  g G∀ ∈  (4) 

gd

pgd pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  gH  g G∀ ∈  (5) 

gly  =  0 or 1 g G∈  (6) 

gl
l L

y
∈
∑  ≥  max{ , }g gh D  g G∀ ∈  (7) 

gz  = 0 or 1 g G∈  (8) 

gdt  =  pgd pl

l L g g

x δ
γ λ∈

′

−∑  
,

p Pgd
d Dg g G

∀ ∈
∀ ∈ ∀ ∈

 (9) 

gdσ  =  ( )2
pgd pl

l L
g g

x δ

γ λ∈

′

−
∑  

,
p Pgd
d Dg g G

∀ ∈
∀ ∈ ∀ ∈

 (10) 

gS  ≥  ( )
'

' (1 ) 3
gd

p p pl gd gd
p P

x x tδ σ
∈

− +∑  
gd D∀ ∈ , g G∀ ∈  (11) 

gS  ≤  gQ  g G∈ . (12) 

 

where , , ,l gl gd gdu v wα  are Lagrangean multipliers and are all ≥ 0. To solve (LR2), we can 

decompose (LR2) into the following four independent and easily solvable optimization 

subproblems. 

 

Subproblem 2.1: (related to decision variable gpdx ) 

2.1 ( , , ) min
gd g gd

sub gl gd gd gl pgd pl gd pgd
l L g G p P g G d D p P

Z u v w u x v xδ
∈ ∈ ∈ ∈ ∈ ∈

= − +∑∑ ∑ ∑ ∑ ∑  

     ' ( 3 )
g gd

gd pgd pgd gd gd
g G d D p P l L

w x x t σ
∈ ∈ ∈ ∈

− +∑ ∑ ∑ ∑  

         = 'min [ ( 3 ) ]
d gd

gl pl gd pgd gd gd gd pgd
g G d D p P l L

u w x t v xδ σ
∈ ∈ ∈ ∈

− + −∑ ∑ ∑ ∑  

                (LR2.1) 
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subject to: 

'
gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , ''g G∀ ∈  (1) 

gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , 'g G∀ ∈  (2) 

pgdx  =  0 or 1  (3) 

gd

pgd pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  gH  gd D∀ ∈ , g G∀ ∈ . (4) 

This subproblem can be further decomposed to two subproblems. 

Optimization problem (LR 2.1.1): 

2.1.1
( , ) min ( )

g gd

sub gl pl gd pgd
g G d D p P l L

Z u v u v xδ
′∈ ∈ ∈ ∈

= −∑ ∑ ∑ ∑      (LR2.1.1) 

subject to  

'
gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , ''g G∀ ∈  (1) 

pgdx  =  0 or 1  (2) 

gd

pgd pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  gH  gd D∀ ∈ , g G∀ ∈ . (4) 

 

This subproblem can be further decomposed to gG D  independent hop-count 

constrained shortest path problems with nonnegative arc weights. The link cost is glu , and 

hop-count constraint is gH . This can be solved by using Bellman-Ford algorithm. If 

gl gdu v−  is negative, 
gd

pgd
p P

x
∈
∑  is 1, otherwise, 

gd

pgd
p P

x
∈
∑  is 0. 

Optimization problem(LR 2.1.2): 

2.1.2
( , ) min [ ( 3 )]

g gd

sub gl pl gd pgd gd gd pgd
g G d D p P l L

Z u w u w x t xδ σ
′∈ ∈ ∈ ∈

′= − +∑ ∑ ∑ ∑  (LR2.1.2) 

subject to  
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'
gd

pgd
p P

x
∈
∑  = 1 gd D∀ ∈ , 'g G∀ ∈  (1) 

pgdx  =  0 or 1  (2) 

gd

pgd pl
l L p P

x δ
∈ ∈
∑ ∑  ≤  gH  gd D∀ ∈ , g G∀ ∈ . (4) 

gdt  =  pgd pl

l L g g

x δ
γ λ∈

′

−∑  
,

p Pgd
d Dg g G

∀ ∈
∀ ∈ ∀ ∈

 (5) 

gdσ  =  ( )2
pgd pl

l L
g g

x δ

γ λ∈

′

−
∑  

,
p Pgd
d Dg g G

∀ ∈
∀ ∈ ∀ ∈

 (6) 

 

This subproblem can be further decomposed to gG D  independent hop-count 

constrained shortest path problems with nonnegative arc weights. The link cost is glu , and 

hop-count constraint is gH . This can be solved by using Bellman-Ford algorithm. If 

( 3 )gl gd pgd gd gdu w x t σ′− +  is negative, 
gd

pgd
p P

x
∈
∑  is 1, otherwise, 

gd

pgd
p P

x
∈
∑  is 0. 

 

Subproblem 2.2: (related to decision variable gly ) 

2.2 ( , ) minsub gl l l g gl gl gl
g G l L l L g G

Z u y u yα α γ
∈ ∈ ∈ ∈

 
= − 

 
∑∑ ∑∑  

min ( )l g gl g gl
l L g G

u D yα γ
∈ ∈

= −∑∑        (LR2.2) 

subject to 

gly  =  0 or 1 g G∀ ∈  (1) 

gl
l L

y
∈
∑  ≥  max{ , }g gh D  g G∀ ∈ . (2) 
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The algorithm to solve subproblem 2.2 is stated as follows: 

Step1. Compute max{ , }g gh D  for multicast group g. 

Step2. Compute the number of negative coefficient l g gl gu Dα γ −  for all links on 

multicast group g. 

Step3. If the number of negative coefficient is greater than or equal to 

max{ , }g gh D  for multicast group g, then assign the corresponding negative 

coefficient of gly  to 1 and 0 otherwise. 

Step4. If the number of negative coefficient is no greater than max{ , }g gh D  for 

multicast group g, then assign the corresponding negative coefficient of gly  

to 1. Then, assign ( max{ , }g gh D  − the number of negative coefficient of 

gly ) numbers of smallest positive coefficient of gly  to 1 and 0 otherwise. 

Subproblem 2.3: (related to decision variable gz ) 

''
2.3 ( ) min ( )

g

Sub gd gd g g
d Dg G

Z v v a z
∈∈

= −∑ ∑          (LR2.3) 

subject to 

gz  = 0 or 1 g G∈ .  

The subproblem is to determine gz , and can be further decomposed to ''G  

subproblems. For each subproblem, there are two cases to consider: 

Case 1. If ( ) 0
g

gd g
d D

v a
∈

− ≥∑ , then gz = 0. 

Case 2. If ( )
g

gd g
d D

v a
∈

−∑ < 0, then gz = 1.  
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Subproblem 2.4: ( related to decision variable gs ) 

2.4 ( ) min ( )
g

Sub gd g g gd g
g G d D

Z w C R w Sγ
∈ ∈

= −∑ ∑         (LR2.4) 

subject to: 

gS  ≤  gQ  'g G∈ . (1) 

 

The subproblem is to determine gS , and can be further decomposed to 'G  

subproblems. There are two cases to consider: 

Case 1: If 0
g

g g gd
d D

C R wγ
∈

− ≤∑ , then gS  is set to be its maximum value, gQ . 

Case2: If 0
g

g g gd
d D

C R wγ
∈

− >∑ , then gS  is set to be its minimum value, 0. 

 

 

3.3.3 The Dual Problem and the Subgradient Method 

According to the weak Lagrangean duality theorem, for any , , , 0gl gd gd lu v w α ≥  

2 ( , , , )DZ u v wα  is a lower bound of 4IP . The following dual problem (D2) is then 

constructed to calculate the tightest lower bound. 

Dual Problem (D1) 

2dZ  = 2max ( , , , )DZ u v wα   (D2) 

 

Subject to: 

, , ,l gl gd gdu v wα  ≥  0.   

 

The most popular method to solve the dual problem is the subgradient method. Let g be a 
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subgradient of 2 ( , , , )DZ u v wα . Then, in iteration k of the subgradient optimization procedure, 

the multiplier vector ( , , , )u v wπ α=  is updated by 1k k k kt gπ π+ = + . The step size kt  is 

determined by 
( )4 2

2

h
IP D kk

k

Z Z
t

g

π
δ

−
= . 2

h
IPZ  is the primal objective function value for a 

heuristic solution. δ  is a constant between 0 and 2. 
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Chapter 4  Getting Primal Feasible Solution 

4.1 Heuristics for the Unicast Model 

To calculate primal feasible solutions for the unicast model, solutions of the Lagrangean 

Relaxation problems are considered. By using Lagrangean relaxation and the subgradient 

method as our tools to solve these problems, we can get not only a theoretical lower bound of 

primal feasible solution, but also some hints to help us get primal feasible solution. As some 

constraints are relaxed from original problems to obtain easier-solved problems, the set of 

decision variables we obtain from 1( )D uZ  may not be a valid solution set. We need to develop 

some heuristics to tune these decision variables so that they may constitute a feasible solution. 

In this section, we describe the detail of these heuris tics. 
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4.1.1 ReArrangeExisting Heuristic  

As we relax the link capacity constraint, try to reroute some O-D pairs, aggregated flow 

on some links may violate link capacity constraint. We should reroute those O-D pairs that 

introduce the violation. In all O-D pairs, sort all O-D pairs by its transmission delay. Then 

reroute O-D pairs in this sequence, till the aggregate flow of existing O-D pairs on every link 

doesn’t exceed the link capacity.  

 

4.1.2 Reroute Heuristic  

After the ReArrangeExisting heuristic, we can make sure that all links at least not 

over- loaded before new traffic admitted. But, based on the decision variable obtained in the 

subproblem, with new O-D pairs admitted, not all traffic are not over- loaded. So we try to 

reroute those O-D pairs that use these links. The steps of reroute heuristic are as following: 

1. Sort all links by the amount of “exceeding flow” ( aggregate flow – link capacity ). 

2. For each link, sort every O-D pair in the sequence of the number of over- loaded links 

used. 

3. Then reroute these O-D pairs in sequence. When rerouting these O-D pairs, 

Bellman-Ford algorithm is used. The link cost is multiplier lu  for each link l. If the 

aggregated flow of the link plus the flow request of the O-D pair will cause the link capacity 

constraint be violated, or the link capacity constraint is already violated, the link can not be 

used. The link cost is set to be MAX. 

 

 

4.1.3 Drop Heuristic  

After the Reroute heuristic, we have tried to rearrange all traffic flows which are 
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admitted. But there may be some links also over-loaded. So, we have to drop some admitted 

O-D pairs to meet the capacity constraint. To do this, the Drop heuristic is developed, the 

steps of the Drop heuristic are as following: 

1. Sort all to-be-admitted O-D pairs by the value: 
w

l w pl w
p P l L

u aγ δ
∈ ∈

−∑ ∑ . 

2. Drop the O-D pairs in sequence. 

3. check the link capacity if satisfied. If not, repeat step 1 and step 2. 

 

4.1.4 Add Heuristic  

After the Drop heuristic, the link capacity is satisfied. Thus, the  solution set is feasible. 

But in order to maximize the revenue from the network, those O-D pairs that are not admitted 

should have a second chance to be admitted using the residual capacity. So we develop the 

Add heuristic. The steps of the Add heuristic are as following: 

1. Sort all not-yet-admitted O-D pairs by the value: 
w

l w pl w
p P l L

u aγ δ
∈ ∈

−∑ ∑ . 

2. Try to route each O-D pair using Bellman-Ford algorithm in sequence. The link cost is 

the value of multiplier lu . On each link, if the aggregated flow will cause the link capacity on 

one link be violated, the link can not be used. The link cost is set to be MAX. 
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4.2 Heuristic for the Multicast Model 

To calculate primal feasible solution for the multicast model, solutions of the Lagrangean 

Relaxation problems are considered. By using Lagrangean relaxation and the subgradient 

method as our tools to solve these problems, we can get not only a theoretical lower bound of 

primal feasible solution, but also some hints to help us get primal feasible solution. As some 

constraints are relaxed from original problems to obtain easier-solved problems, the set of 

decision variables we obtain from 2 ( , , , )DZ u v wα  may not be a valid solution set. We need to 

develop some heuristics to tune these decision variables so that they may constitute a feasible 

solution. In this section, we describe the detail of these heuristics. 
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4.2.1 CheckGroup Heuristic  

As we relax the relation between pgdx  and gz , after we solve the subproblems this 

constraint may be violated. So we first should check for this constraint. Check each gz ,  if 

gz  is set to be 1, check if all destinations of group g find a routing path. If not, set gz =0, and 

set corresponding pgdx to be 0. If gz  is set to be 0, set all corresponding pgdx  to be 0. 

 

4.2.2 ReArrangeExisting Heuristic  

As we relax the link capacity constraint, trying to reroute some multicast groups, the link 

capacity constraint on some links may be violated. We should reroute those multicast groups 

that introduce the violation. For all multicast groups, sort them by transmission delay. Then 

reroute them in the order of transmission delay, till the link capacity constraint on all links are 

satisfied. 

 

4.2.3 Reroute Heuristic  

After the ReArrangeExisting heuristic, we can make sure that all links are at least not 

over- loaded before new multicast groups admitted. But, based on the decision variables 

obtained in subproblems, with new multicast groups admitted, some links may be over- loaded. 

So we should reroute those groups that use these over- loaded links. The steps of reroute 

heuristic are as following: 

1. Sort all links by the amount of “exceeding flow” (aggregate flow – link capacity). 

2. For each link, sort all multicast groups in the sequence of the number of over- loaded 

links used. 
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3. Then reroute these multicast groups in sequence using Dijkstra algorithm. The link 

cost is the value of multiplier glu . If admitting the multicast group will cause link capacity 

constraint be violated, or the link capacity is already violated, the link can not be used. The 

link cost is set to be MAX. 

 

 

 

4.2.3 Drop Heuristic  

After the Reroute heuristic, we have tried to rearrange all multicast groups that are 

admitted. But there may be some links also over-loaded still. So, we have to drop some 

admitted multicast groups to meet the capacity constraint. To doing this, the Drop heuristic is 

developed, the steps of the Drop heuristic are as following: 

1. Sort all to-be-admitted multicast groups by the value: ( )
g

gd g
d D

v a
∈

−∑ . 

2. Drop the multicast groups in sequence. 

3. Check if the link capacity constraint is satisfied. If not, repeat step 1 and 2. 

 

4.2.4 Add Heuristic  

After the Drop heuristic, the link capacity is satisfied. Thus, the solution set is feasible. 

But to maximize the revenue from the network, those multicast groups that are not admitted 

should have a second chance to be admitted using the residual capacity. So we develop the 

Add heuristic. The steps of the Add heuristic are as following: 

1. Sort all not-yet-admitted multicast groups by the value: ( )
g

gd g
d D

v a
∈

−∑ . 

2. Try to find a routing tree for each multicast group using Bellman-Ford algorithm. The 
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link cost is the value of multiplier glu . On each link, if admitting the multicast group will 

cause the link constraint on the link violated, the link can not be used. The link cost is set to 

be MAX. 
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Chapter 5 Computational Experiments 

In order to prove that our heuristics are good enough, we also implement two simple 

algorithms to compare with our heuristics. 

 

5.1 Simple Algorithm for the Unicast Model 

Find a shortest path with hop constraint, wH , using Bellman-Ford algorithm for each 

to-be-admitted O-D pairs. Then apply the Reroute heuristic, the Drop heuristic, the Add 

heuristic in sequence. When Bellman-Ford algorithm is used, the link cost is set to be 1. 

 

5.2 Simple Algorithm for the Multicast Model 

Find a shortest path with hop constraint, gH , using Bellman-Ford algorithm for each 

destination of all to-be-admitted multicast groups. Then apply the Reroute heuristic, the Drop 

heuristic, the Add heuristic in sequence. When Bellman-Ford algorithm is used, the link cost 

is set to be 1. 
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5.3 Assumptions, Parameters, and Cases 

Number Of Iteration 1000 

Maximum Unimprovement Counter 100 

Begin to Get Primal Solution 200 

Initial Upper Bound 0 

Initial Scalar of Step Size 2 

Table 5-1 Common Parameters  

 

These algorithms are coded in C, and run on a Pentium 4 2.0G PC with 512 MB RAM. 

In our implementation, the initial upper bounds, 2 4,h h
IP IPZ Z , for unicast model and multicast 

model respectively are set to be 0. This means at worst case, no new O-D pairs or multicast 

groups can be admitted. All multipliers are set to be 0 initially. 

 

We have tested two algorithms on two networks, Mesh and GTE, with 9 and 12 nodes. 

These topologies are shown in Figure 5-1 and 5-2. For each network, we have 3 test cases. 

The first one is all to-be-admitted traffics can be totally admitted without any existing traffic 

being rerouted. The second is all to-be-admitted traffics can be admitted only when some 

existing traffics are rerouted. The final case is not all to-be-admitted traffics can be admitted 

even existing traffics are rerouted. 
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Figure 5-1 9-node 16-link Mesh Network 

 

 

Figure 5-2 12-node 25-link GTE network 
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5.3.1 Cases for the Unicast Model 

For Mesh network, we have 6 existing O-D pairs, and 3 to-be-admitted O-D pairs. Each 

to-be-admitted O-D pair has revenue 10 respectively. For GTE network, we have three test 

cases. Two of them have 8 existing O-D pairs, 4 to-be-admitted O-D pairs. Each 

to-be-admitted O-D pair has revenue 10, too. Another test case for GTE network, we have 9 

existing O-D pairs, and 5 to-be-admitted OD-pairs. Each to-be-admitted O-D pair also has 

revenue 10, too. 

 

5.3.2 Cases for the Multicast Model 

For Mesh network, we have 6 existing multicast groups, and 3 to-be-admitted multicast 

groups. Each to-be-admitted multicast group has revenue 10 respectively. For GTE network, 

we have two test cases. One has 8 existing multicast groups, 4 to-be-admitted multicast 

groups. Each to-be-admitted multicast group has revenue 10, too. Another test case for GTE 

network, we have 9 multicast groups, and 5 to-be-admitted multicast groups. Each 

to-be-admitted multicast group also has revenue 10, too. 
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5.4 Experimental Results 

5.4.1 Experimental Results for the Unicast Model 

Representative results have been selected and list below for the purpose of 

demonstration. 

Cases SA LR 
Lower 
Bound 

Error Rate 
CPU Time 

(sec) 

1 -30 -30 -30 0% 31.35 

2 -29.1038 -29.1038 -30 3% 31.51 
Mesh 

Network 
3 -10 -19.1033 -30 29.36% 31.78 

1 -40 -40 -40 0% 37.42 

2 -38.5766 -38.7872 -40 3% 37.61 
GTE 

Network 
3 -20 -28.6748 -40 28.31% 38.03 

1 -40 -40 -40 0% 37.33 

2 -38.9118 -39.0273 -40 2.43% 37.57 
GTE 

Network 
3 -20 -28.4487 -40 28.87% 37.92 

1 -50 -50 -50 0% 37.68 

2 -48.5127 -48.6284 -50 2.74% 38.01 
GTE 

Network 
3 -30 -38.2103 -48.8082 21.71% 38.21 

Table 5-2 Experimental Results of the Unicast Model 



 

 

63 

 

5.4.2 Experimental Results for the Multicast Model 

Representative results have been selected and list below for the purpose of demonstration. 

Cases SA LR 
Lower 
Bound 

Error Rate 
CPU Time 

(sec) 

1 -30 -30 -30 0% 39.63 

2 -28.7833 -28.8126 -30 3.9% 40.55 
Mesh 

Network 
3 -10 -18.7231 -30 37.59% 41.02 

1 -40 -40 -40 0% 50.21 

2 -37.8462 -38.1672 -40 4.58% 51.34 
GTE 

Network 
3 -20 -28.3417 -40 29.14% 52.16 

1 -50 -50 -50 0% 55.76 

2 -47.2125 -47.6184 -50 4.76% 57.03 
GTE 

Network 
3 -30 -37.8213 -42.2251 10.43% 58.34 

 

Table 5-3 Experimental Results of the Multicast Model 
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5.5 Result Discussion 

According to our experimental result, we can see that the result of SA is not good as LR. 

The reason is that, in SA method, we do not use any informative parameters to be link costs. 

We just set each link cost to be 1, and find a minimum-hop shortest path. No matter how 

heavy the traffic is on the link, the cost of the link is always the same. Thus, the path we 

found will not change according to the status of the whole network.  

 

But in LR method, we use multipliers to be the link cost when we try to reroute or find 

paths for O-D pair or for R-D pair of multicast groups. Values of multipliers are tuned by 

gradient method iteration by iteration. When a link is over- loaded, the value of that link will 

increase iteration by iteration, and that link will not be a good choice for constructing a path. 

For existing O-D pairs or R-D pairs of multicast groups, they are thus “rerouted according to 

the status of the network”. Once rerouting happens, new traffic will have “another” chance to 

be admitted. 

 

In this problem, we can use linear programming relaxation to explain the error rate. 

Because of the integer constraint, there will be a bound between lower bound and the result of 

heuristic. We call it duality gap. If we eliminate the integer constraint, for example, we can 

use more than one path to transmit the traffic of one O-D pair, more traffics will be 

transmitted over the network. Thus, the network utilization can be maximized. And the 

corresponding calculated revenue, the lower bound, will become higher than the result of our 

heuristic. 
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Chapter 6 Summary and Conclusions 

6.1 Summary 

In this thesis, our work emphasizes on considering rerouting existing traffics while 

deciding to admit new traffics. When we take the rerouting of existing traffic into 

consideration, new traffics will have more chance to be admitted. At the same time, the 

network utilization is maximized. But rerouting does cost. If the revenue from admitting a 

new traffic is more than the rerouting cost, than the new traffic is not worth admitting. We use 

equivalent bandwidth for QoS constraints.  

 

We proposed two models: one is for unicast model, and the other one is for multicast 

model. For both model, we formulate the problem in mathematical formulations. Our 

objective function is to maximize total revenue minus rerouting cost. Then we use 

Lagrangean Relaxation method to solve the problem. While applying this methodology, we 

relax some complicated constraints to make the problem more easily solvable. Then we 

decompose the problem into several subproblems. We analyze the subproblems and optimally 

solve these subproblems. We develop several heuristics to obtain primal feasible solution.  

We implement the algorithms in C code, and test them using two well-known networks. 
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In the experiment result, we have a nice result. Applying our algorithms, existing traffics are 

rerouted and new traffics can use those links originally used by existing traffics. The network 

utilizations are improved. 
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6.2 Conclusions 

The contribution of this thesis would be take rerouting and QoS into consideration 

together while doing admission control. With QoS, network operators can provide 

controllable services with better qua lity. And users of the network will be more satisfied and 

willing to pay more for the service. Admission control with trying to reroute existing traffic 

flows will increase the network utilization. Network operators can provide more service 

without adding capacity.  

 

In this thesis, we develop an easily implemented algorithm to solve this problem. We use 

equivalent bandwidth for QoS constraints. An easily calculated closed-form expression makes 

the algorithm more efficient. And also, this algorithm can be applied to many situations with 

different QoS constraints without a widely modification on problem formulation and structure. 

Only the calculation of equivalent bandwidth would be changed. 

 

According to our experimental results, the computation time is not long and the qualities 

of results are also not bad. Comparing to simple algorithms, in heavy- loaded environments, it 

has a very well performance. Multipliers do take effect on this situation. The values of the 

multipliers are updated according to the decision variables (network flow allocation) in 

previous iteration. And they affect the routing decision in the current iteration. Multipliers 

help the algorithm to make better routing decisions. And finally, converges to an optimal 

solution. 
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6.3 Future Works 

In this paper, we only use end-to-end delay as our QoS constraints. There are still many 

aspects for QoS constraints, for example, delay jitter. One can develop his own formulation of 

equivalent bandwidth for different aspects of QoS constraints. 

 

Another, there are different methods for calculating rerouting cost and deciding relative 

parameters. What we propose is only one of them. One can try to develop a new formulation 

to calculate rerouting cost. 

 

Also, this can apply to wireless networks. Rerouting in wireless networks cost more and 

is more complex to calculate corresponding cost. The cost of rerouting not only includes delay, 

but also the cost to handover between access points. The resource of access points, the 

number of channels, should also be taken into consideration. The model and formulation will 

become more complex, and also more interesting. 
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