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Resource Allocation and Management in

Wireless Communication Networks

With the rapid growth of advanced wireless technologies, the mobile applications are
considered necessary by most people. Being able to well designed and efficiently manage
wireless communication networks is a critical issue for operators to optimize their system
revenue. In this dissertation, we identify several research topics and critical issues about
wireless communication networks, which consist of three modules: (1) integrated network

planning, (2) performance assurance and optimization and (3) network-servicing modules.

In the integrated network planning module, we deal with reliable network design problem
by considering base station allocation, sectorization, power control, channel assignment,
homing policy, multiple-connectivity and capacity management problems altogether. The
objective is to minimize total network installation cost subject to severa quality of service,
grade of service, configuration and performance constraints. In the performance assurance
and optimization module, we try to optimize system performance by considering the existing
system architecture, traffic distribution, traffic load and quality of service requirements. The
objective is to minimize the total loss revenue in the system by adopting admission control,
channel assignment and homing policies. In the network-servicing module, due to traffic

growth and traffic distribution change, system becomes infeasible and inefficient. To adopt



Resource Allocation and Management in Wireless Communication Networks

channel re-assignment, power control, re-homing and channel augmentation policies to

facilitate the network is the major objective of this module.

The emphases of this dissertation are to develop a generic channel interference model and
a sequential routing model for channelized wireless communication networks. To ensure
communication quality of service, we propose a generic channel interference model for the
flexible channel assignment problem considering co-channel, adjacent channel and near
channel interferences. Owing to the unstable properties of wireless air interface, we apply a
sequential  routing agorithm to guide realtime homing sequence under reliable
multiple-connectivity wireless networks. Furthermore, these two algorithms can help to
develop the integrated network planning, performance optimization and network servicing

modul es.

To fulfill the timing and the quality of the optima decisions, we construct several
mathematical formulations that can further enhance performance and reduce cost than general
methods. Lagrangean relaxation method, having been proved good in solving the complicated

mathematical mode, is chosen to solve our problems.

Keywords. Wireless Communication Networks, Network Planning, Performance
Optimization, Network Servicing, Sequential Routing, Multiple Connectivity, Channel

Assignment, Network Optimization and L agrangean Relaxation.

VI



Dissertation of Chih-Hao Lin

Table of Contents

............................................................................................................................... [l
F S Y 3 OSSP V
TaDIE Of CONTENTS. ... .ottt bbbt n et ae e VI
S 0 T 01U ] =SS X
LISt Of TADIES ... bbbttt nre s XI
O g 1 oo [ [ox 1 o] o [T 1
11 OVEIVIBIV ..ttt b bbbttt et et et b bbb ae e nes 1
1.2 RESEAICN SCOPE.....cveeeeeeeite ettt ae e e sreenenneens 3
13 Dissertation OrganiZalioN ...........ccveeeeveereeiesieseeeeseesesseesee e eaesseesseensesseessens 7
2. Research Background ..........oovoeiiiie et 9
2.1 Frequency Resource TEChNOIOGIES ........ccueuveeereeie e eee e e e see e 9
211 Radio Propagation MOElS.........ccoviueiieieceseese e 9
2.1.1.1 The EMpIrical MOOEIS.......ccooieieee e 10
2.1.1.2 ThePhySiCal MOUEIS .......cceeiieeceeceee e 12
2.1.1.3 TheProposed Extended COST231 Moddl ........ccccccvevvveereeiinsiennns 14
212 FreqUuENCY SPACiNG ......cceeiueeeerieeie e seeste e steeee e sre e s esseeeeeneesreenee e 16
2.2 Wireless Resource Allocation and Management ..........cccccevvevecceeneececeesienes 19
221 Smart Antenna and SECOrZaiON ........ccovererenerenereeee e 19
222 Channel ASSIGNMENT ......ccviieiieieee et 21
2.2.3 POWES CONLIOL.....c.eieiitiiiesterieie et 23
224 NEtWOrK PlanniNg........cccveiieieeie s eee st ee e sneens 24
2.3 MathematiCal MOEIS..........ooiiiriiee e 26
231 Communication QOS MOUEIS..........oocvieiieceecee e 26
2311 BS-based Interference Model .........cocovivininiiiiieee e 27
2.3.1.2 Over-estimation Interference Model ..., 28
2.3.1.3 MT-based Interference Model .........cccoovinininiiniieeeee e 28
2.3.2 Communication GOS MOGELS ... e 29
2.3.2.1 Call-Blocking Probability Constraint...........ccecceveeereeirsieeseniennnens 29
2.3.2.2 Call-Dropping Rate CoNStraiNt..........ccceevveveereesesieeseeseeeeeseeseesnens 30
3. Flexible Channel Assignment Problem...........ccoveiieiicii e 31
31 [NEFOTUCTION ..ottt et 31
3.2 Problem DESCIiIPLION........ccveieceereee et sre s 33
3.3 SOIULTION PrOCEAUNE ...ttt bbb 35
331 Lagrangean Relaxation Method.............cccveveveeveeie s 36
332 The Dual Problem and the Subgradient Method............ccccccevveivciennene 37
333 Getting Primal Feasible SOIULIONS..........cccccoevieieee e 38

VI



Resource Allocation and Management in Wireless Communication Networks

34 Computational EXPerimENtS..........ccceieeierieereeiieseeseesiesseesieeseeseeseessesessseenes 40
341 Benchmark Problems..........oooiiiiiie e 40
34.2 Primal HEUMSHICS.....cc.eiiiiiiiiesese et 42
34.3 EXperiment ENVIFONMENES.........cccvvveieeieseereeeeseesesaesee e see e see e seas 44
344 EXPEriment RESUITS........ccovierieecee et 45

35 ConCludiNg REMAIKS.......c.oieeiiieieseese et re e sre s 47

Sequential HomiNg Problem ... 49

4.1 INEFOTUCTION ... s 50

4.2 Sequential Routing Problem ... 51
4.2.1 Problem DESCriPLioN ........ccccceiieiiee e 51
4.2.2 Program FOrmMUIELION .........ccceieeiieeeceece e 53

4.3 SOIULION PrOCEAUIE........oueiiiieriestesee ettt et 54
43.1 Lagrangean Relaxation Method............cccoceveeieceeseccie e 55
4.3.2 The Dua Problem and the Subgradient Method............cccccevveieieeninnen, 58
4.3.3 Getting Primal Feasible SOIULIONS...........cccccevveieveese e 59

4.4 Computational EXPErimENtS........c.cccueieeieiieereeiieseeseeseeseesseeseeseeseesseseesseenes 60
44.1 The Proposed Primal HEUNSLICS.........cccueiieieiiesece e 60
4.4.2 The DR5 AIQOrTthM ..ot 61
4.4.3 Lagrange Relaxation Based Algorithm ..........ccooeoeiieciiecececeeee 62
4.4.4 EXPEriment SCENAIOS .......ccoveiereerieeeeseesieeee s ste e see e enae e sreenes 62
445 EXPEriment RESUILS........ccoieeiieiecee et 63
4.4.6 ComMPULELIONEL TIME......eeiieieeeir e eee e ee e re e 66

45 ConClUdiNg REMAIKS........ceiieiiieie ettt sre s 66

Network Planning M OTUIE........ccvoiiiee et 69

51 INEFOTUCTION ...ttt 70

52 Reliable Wireless Network Design Problem...........cccoevvececievesce e 71
521 Problem DESCriPLioN .........ccceiieiieie e 71
522 Problem FOrmuUIaLioN ..........coeeiiiieese e 74

53 SOIULION PrOCEAUIE........oueiiiiirieeteeiee sttt st 76
531 Lagrangean Relaxation Method...........cccocveveeiecieeseece e 77
53.2 The Dual Problem and the Subgradient Method............ccccoevveieieeninnen. 86

54 Getting Primal Feasible SOIULIONS............ccceeiieiececece e 86
54.1 Heuristic A: BS Configuration Subproblem.............ccccovevevienieeiecieeneene 87
54.2 Heuristic B: Sequential Homing Subproblem............cccooevveieneeceeeenee. 89
54.3 Heuristic C: Channel Assignment Subproblem ..........ccccccevcevieevecceenieee, 89

55 Computational EXPErimENtS..........cccueieeierieereeiieseeseeseseesseeseeseeseessesessseenes 90
55.1 Primal AlQOrthM........ccuveiececeee e 91
55.2 Lagrangean Relaxation Based Algorithm .........ccccevvevevievecce e 92
55.3 EXperiment ENVIFONMENLS.........cccveveieereseere e seeseseessee e seesseesee e snas 93

55.3.1  ASSUMPLIONS......ceieiitieieeiesieesieseesteesteseeseesseseesseessesneesseenseeneesseenes 93



Dissertation of Chih-Hao Lin

9.5.3.2  Par@MELENS .....cceeiee e 94
5.5.3.3  SCENAIIOS.....cuiieriiitiriisiesiiete ettt st nb e 95
554 EXPeriment RESUILS.........ccoveieiiee e 95
555 Computational COMPIEXILY ......cceeveereeieeeere e 95
5.6 Concluding REMAIKS ........oceeiieieceere e 97
6. PerformanceAssurance and Optimization Module.........ccccevvvieiienieciesieeseenns 101
6.1 INEFOTUCTION ...ttt 102
6.2 Performance Optimization Problem...........cccoeeverieieeieccesece e 104
6.2.1 Problem DESCIiPLION........ccvieereee e 104
6.2.2 Problem FOrmulation...........coeeeine e 106
6.3 SOIULION PrOCEAUNE ...ttt 108
6.3.1 Lagrangean Relaxation Method.............cccevveieveenecce e 109
6.3.2 The Dual Problem and the Subgradient Method ...........cccccoveieiieiennns 110
6.3.3 Getting Primal Feasible SOIULIONS..........ccccoeeerieie e 111
6.4 Computational EXPerimentS..........cceveeieeeenieeie e seese e seesse e e e see e 113
6.4.1 Primal HEUSLIC......ccueiuiieeeiieesese e 113
6.4.2 EXPeriment RESUILS..........coveieieecice e 114
6.5 Concluding REMAIKS ........cccueiieiece e 115
7. Network Servicing MOUUIE.......ccv it 117
7.1 INEFOTUCTION ...t 118
7.2 Resource Rearrangement and Augmentation Problem..........c.cccceeveeevveeenee. 119
721 Problem DESCIiPLION........ccviereee e 119
7.2.2 Problem FOrmulation............coeiine e 121
7.3 SOIULION PrOCEAUNE ...ttt 123
731 Lagrangean Relaxation Method.............ccceevveeiieenecce e 123
7.3.2 The Dual Problem and the Subgradient Method.............cccooveeiieiennens 127
7.3.3 Getting Primal Feasible SOIULIONS............ccccveceieerece e 128
74 Computational EXPErimeNtS.........ccceveeieeeerieeieseeseese e seeseeseesee e ses e 130
74.1 Primal HEUSLIC ..o 130
74.2 Lagrangean Relaxation Based Algorithm..........ccccocvevevceneecncceese e 130
7.4.3 EXPeriment RESUILS..........ccveeeeeiece e 132
75 Concluding REMAIKS ........cceeiieiecesece e 133
8. Conclusion and FUtUre RESEAICNES.........ccoveiirireieeee e 135
8.1 ISl 0101072 ORI 135
8.2 FULUrE RESBAICN ... 138
REFEIBNICES......ee ettt b et b e bbb a b 139
Appendix A Acronyms and NOtAtION .......cceceereeiiniesiere e 150
Al ALCTONYIMIS ..ttt e e ab e s be e s be e e sbe e e sabe e e sare e e naneas 150
A.2 N[0 = 1 o o TP 151



Resource Allocation and Management in Wireless Communication Networks

List of Figures

Figure 1.1: Research scope of thisdissertation...........cccocceveeeeveevesieseese e 5
Figure 1.2: The research issues of resource allocation and performance management

............................................................................................................................ 5
Figure 2.1: Generic cell configuration and spectrum usage status ...........cccecueevennee. 20
Figure 3.1: The 21-Cell teSt SYSIEM .....ccveeeeceee e 40
Figure 3.2: The scenarios for computational experiments..........ccoceveeeeereereseeneens 44
Figure 4.1: The GTE NEIWOIK ......cccveiieieeiiece ettt nneas 63
Figure 5.1: The computing time scalability of connectivity ..........ccceeevvevvieeniennen. 99
Figure 5.2: The computing time scalability of sectorization...........ccccccvevecvrvenrenen. 99
Figure 5.3: The computing time scal ability of the number of MTs..........c.c.......... 100
Figure 5.4: The computing time scal ability of the number of BSs...........cc.......... 100



Dissertation of Chih-Hao Lin

List of Tables

Table 2.1: Notation dESCIIPLIONS.......covieereeeceere e see et eee e sre e sneens 10
Table 3.1: Notation descriptions for given parameters..........cooeeeveereeveeseeseeseenenns 33
Table 3.2: Notation description for decision variable..........cccccecceveevincenieeieecienenn 34
Table 3.3: Two channel demand vectors D1 and D2 ........coeveeereenienene s, 41
Table 3.4: Channel demands for the 21-cell system........ccocvevveceviece e 41
Table 3.5: Experiment results of the 21-cell System........cccccvevvecevievevcee e 42
Table 3.6: The sector traffic loads on SCeNario | ... 45
Table 3.7: The computational results of Algorithm A on Scenarioll ...........ccccue.... 45
Table 3.8: Comparisons between Algorithm A and Heuristic C...........cccocceecveeenen. 47
Table 3.9: Cell configuration and spectrum usage status on Scenario Il .................. 47
Table 3.10: Comparisons among Algorithm A and Heuristic C on Scenario ll........ 48
Table 4.1: Given parameters for sequential routing algorithm...........ccccecevveiennnne 52
Table 4.2: Decision variables for sequential routing algorithm.............cccccevveeenen. 53
Table 4.3: Experiment results of light traffic load cases by using primal heuristicsin
thE GTE NEIWOTK ...t st 64
Table 4.4: Light traffic loads for the GTE network using LR approach................... 64
Table 4.5: Experiment results of heavy traffic load cases by using primal heuristics
INTHE GTE NEIWOIK ..o 65
Table 4.6: Heavy traffic loads for the GTE network using LR approach................. 65
Table 5.1: Notation descriptions for given parameters..........coceoceveereeveeseesesieeneens 72
Table 5.2: Notation descriptions for decision variables ..........cccccveveeveveeieceenenn 73
Table 5.3: Number of candidate configurations according to maximum number of
sectors per BS and the radian unit of each Sector ..........ccccceeveeceveececceeceenee, 9
Table 5.4: Experiment results for 10 MTs and 10 candidate BSs..........c.ccccccveueeneen. 96
Table 5.5: The time-complexity of getting primal feasible solution ........................ 97
Table 5.6: The time-complexity of Lagrangean relaxation problem........................ 98
Table 5.7: The time-complexity of Lagrangean dual problem by using the
subgradient MEtNOd ...........coveieiee e 98
Table 6.1: Notation descriptions for given parameters...........ccveveveeeenesceeseeeseennes 105
Table 6.2: Notation descriptions for decision variables...........ccccecvveevvccevvenenne 106
Table 6.3: Experiment results of Algorithm A and Heuristic H............ccccoevveneee. 115
Table 7.1: Notation descriptions for given parameters...........ccvvveveeceereeeeeseeeseennes 119
Table 7.2: Notation descriptions for decision variables ...........cccceevveevvcceveenenne. 121
Table 7.3: Channel augmentation cases with different violations................c......... 134
Table 7.4: Channel rearrangement and augmentation cases with different violations
........................................................................................................................ 134






Dissertation of Chih-Hao Lin

1. Introduction

1.1 Oveview

Technological advances and rapid development of handheld mobile terminals (MTs)
have facilitated the rapid growth of wireless communications. Due to the economic factors
and the new trend in the telecommunications industry, the population of mobile users will
continue to grow at atremendous rate. The scarcity of spectrum resource necessitates efficient
allocation and management mechanisms. Efficient use of radio spectrum is also important
from a cost-of-service point of view, where the number of base stations (BSs) is required to
service a given geographical area. In order to efficiently utilize the spectrum resource,
frequency resource management is becoming one of the most important issues for channelized
wireless networks. Since higher resource utilization can achieve higher revenues, how to
assign channel resources and how to organize cell configuration to optimize resource

utilization have become critical issues in wireless networks.

To identify research issues systematically, we analyze the research scope composed of
three modules: network planning, performance assurance/optimization and network servicing
modules. When we consider wireless communication networks, the first problem is the
network-planning problem. That is, we want to deploy a feasible and efficient wireless
network to serve al potential mobile users in the system. We must satisfy several constraints,

consisting of configuration, capacity, connectivity, receiver sensitivity, carrier-to-interference
1
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ratio (CIR) and quality of service (QoS) constraints. The objective function will be to
minimize the total installation cost of wireless systems, such as costs of (1) fixed installation
cost of BSs, (2) capacity equipment cost and (3) the spectrum-licensing fee. This problem is

one kind of resource allocation issues.

After the wireless system has been deployed, the operators must well manage and
maintain the scarce spectrum resource for an in-service communication network. Performance
optimization module manages radio resources to ensure communication QoS and optimize
system performance. For a channelized wireless system, the major issues of performance
optimization are admission control, channel assignment and homing. The major objective of
performance assurance/optimization is to optimize long-term average system revenue by

using admission control, channel assignment and homing policies.

Due to traffic growth and traffic distribution change, the performance exceptions will
occur on an in-service network. Network servicing module is used to alleviate performance
exceptions by using corrective mechanisms, consisting of resource augmentation, channel
reassignment, transmission power rearrangement and rehoming issues. Channel reassignment
may be required in a wireless communication network when channel interference and/or the
distribution of traffic demand changes. Like channel reassignment, sector transmission power
control and rehoming are effective and economica measures to aleviate performance
problems. However, when the traffic demand exceeds a critical point and the current network
capacity becomes insufficient, channel augmentation is required despite the application of the

above-mentioned three cost-effective measures.

The emphases of this dissertation are to develop a measurement-based interference model
and a sequential homing algorithm. Under a generic radio propagation environment, the
measurement-based interference  model accumulates total interferences to ensure

communication QoS. For a multiple-connectivity network, sequential homing algorithm can
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help to decide realtime homing sequence by optimizing long-term system performance to

support reliability wireless communication service.

We formulate these problems as combinatorial optimization problems, which are
NP-complete and are composed of integer, non-convexity and non-linear properties. To fulfill
the timing and the quality of the optimal decisions, the solution approach to the mathematical
problems is Lagrangean relaxation method. In the computational experiments, our proposed
algorithms are shown to be efficient and effective to deal with each complexity problems in

this dissertation.

1.2 Research Scope

The scope of this dissertation is depicted in Figure 1.1. In this dissertation, we develop
two kernel algorithms in wireless communication networks. The first is the flexible channel
assignment (FICA) algorithm and the other is the sequential homing algorithm. By using
classification, we analyze systematically the resource allocation and management problems
and identify several research topics. We group our main researches into three main

optimization modules and discuss in the following.

(1) Integrated network-planning module: to design a reliable wireless network with
minimum installation and operation cost. This design problem together considers
BS dlocation, sectorization, power control, channel assignment, homing policy,
multiple-connectivity and capacity management problems. The objective is to
minimize total network deployment cost and spectrum license fee subject to severa

QoS, configuration and performance constraints.

(2) Performance assurance and optimization module: to optimize a certain system
performance measure by considering the existing system architecture, traffic
distribution, traffic load and QoS requirements for an in-service communication

3
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network. The objective is to minimize the total loss revenue in the system by

adopting admission control, channel assignment and routing policies.

(3) Network-servicing module: by using corrective actions to aleviate the performance
exceptions due to traffic growth and traffic distribution change. For channelized
communication networks, these corrective actions consist of channel re-assignment,

power control, re-homing and channel augmentation policies.

In this section, we also identify severa critical issues for the resource allocation and
performance management problems and depict their relationships with finite-state-machine
form in Figure 1.2. In this figure, we use two system states to differentiate reatime and
periodic operational objectives. There are nine transitions in the system to perform possible
treatments for the corresponding system state. A system staying at State 1 means that a great
majority of traffic requirements can be serviced by this system and that al the in-service
requirements must satisfy QoS constraints. In this state, three operational treatments can
optimize realtime system performances. These treatments consist of admission control,

channel assignment and homing policies.

If applying al of these mechanisms to wireless system still violates the call-blocking
probability constraints, it means that current system resource becomes insufficient due to the
growth of traffic demands or the change of traffic distributions. Transition 4 will be triggered
and it will transfer the system state to the schedul ed/predictive augmentation state, denoted as
State 2. At State 2, system operator can adopt four treatments to rearrange and/or augment
system resource to aleviate the performance exceptions. These mechanisms consist of,
channel reassignment, rehoming, configuration rearrangement and channel augmentation.
After the amendment of network servicing module, wireless networks will transfer to State 1

again. We describe these mechanisms as follows.
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Admission control: Whenever a new traffic demand arrives, admission control
mechanism must be applied immediately to decide whether the system can grant this new
requirement or not. The new grant decision should satisfy all of the system constraints

and cannot violate the QoS requirements of existing users.

Channel assignment and re-assignment: Considering co-channel interference (CCI),
adjacent channel interference (ACI) and configuration constraints, channel assignment
mechanism will assign enough feasible channels to each cell to optimize resource
utilization. Channel reassignment may be required in a wireless network when channel

interference or new channels become available to optimize resource utilization.

Configuration re-arrangement: If the distribution of traffic demand changes due to
populations shift, these mechanisms are indispensable regardless of the fact that channel
reassignment may solve some kinds of performance exceptions. Power control changes
transmission power level of each antenna. Furthermore, configuration re-arrangement
can periodically amend antenna coverage by tuning both sector radian and power level

for each antenna.

Homing and re-homing: For satisfying call-blocking constraint purpose, load balance
policy prefers to home a new traffic demand or re-home an existing one to the lower

utilization cell in order to minimize the total amount of system required channels.

Channel augmentation: When the traffic demand exceeds a critical point and the current
network capacity becomes insufficient, channel augmentation is required to expand
network capacity. The objective of this mechanism is to minimize the long-term channel

license fee subject to the call-blocking constraint and coverage constraint.

The emphasis of this dissertation is to combine the measurement-based interference

model and the sequential homing agorithm into the mentioned three modules. Due to the

unstable properties of wireless air interface, sequential homing algorithm can integrate with

6
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the network-planning module in order to design reliable multiple-connectivity wireless
networks. Furthermore, this mechanism can also be combined with the performance
assurance/optimization module to support reatime homing sequence by optimizing long-term
system performance. The measurement-based interference model accumulates both CCI and

ACI to ensure communication QoS in a generic radio propagation environment.

1.3 Dissertation Organization

The organization of this dissertation is as follows. In Chapter 2, we provide the
backgrounds of this dissertation. We group the literatures into three parts, including (1)
frequency resource technologies, (2) wireless resource alocation and management, and (3)

mathematical models.

In Chapter 3, we develop an FICA algorithm to allocate and manage frequency resource
more effective by taking the advantages of both fixed channel assignment (FCA) and dynamic

channel assignment (DCA) schemes to optimize system performance.

To consider reliability issue in virtua circuit networks, we propose a sequential homing
problem in Chapter 4. We formulate a generic sequential homing problem as a sequential

routing algorithm considering multiple-connectivity requirement.

In Chapter 5, we consider the network-planning problem in channelized wireless
communication networks. We combine the generic measurement-based interference model
and the sequential homing algorithm into wireless network design problem to ensure generic

communication QoS and customized multiple-connectivity requirements.

In Chapter 6, we consider the performance assurance and optimization module in
wireless communication networks. We develop a centralized performance optimization
algorithm by combining sequential homing and fixed channel assignment mechanisms on

multiple-connectivity networks.
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When the wireless networks become insufficient resulting from demand increase or
traffic distribution change, we apply the network-servicing module to alleviate the
performance exceptions by adopting channel re-assignment, channel augmentation, power
control and re-homing mechanisms. We deal with channel re-assignment, power control,

rehoming and channel augmentation mechanisms of network-servicing module in Chapter 7

Finally, we conclude this dissertation by summarizing this dissertation and proposing the

future research in Chapter 8.
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2. Research Background

2.1 Frequency Resource Technologies

The increasing density of cellular mobile communication networks requires the accurate
characterization of radio propagation channels for an efficient spectrum management.
Because the channel characteristics vary from one environment to another, an effective design,
assessment and installation of a radio network requires an accurate characterization of the
channel. Having an accurate channel characterization for each frequency enables the designer
or user of awireless system to predict signal coverage and the specific performance attributes
of alternative signaling and reception schemes. Channel models are usually used to determine
the optimum location for instalation of antennas and to analyze the interference between

different systems[17].

2.1.1 Radio Propagation M odels

Radio propagation in any environment is complicated by the fact that the shortest direct
path between transmitter and receiver is usually blocked by buildings, mountains and terrain
features outdoors. The received signal is typically carried from the transmitter to the receiver
by multiplicity paths with various strengths. The deterministic analysis of propagation

mechanisms in such an environment is limited to simpler cases. Statistical anaysis is more
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useful and indeed more typically used for complex cases. We summarize the notation

definitionsin Table 2.1.

Table 2.1: Notation descriptions

Parameters
Notation Description
c average antenna height of all mobiles above local terrain height [m], often taken
m as1.5m
&y BS antenna height above local terrain height [m]
£, mean height of a building above local terrain height [m]
d, distance between the mobile and the nearest building [m]
N, carrier frequency [MHZz]
K free space wavelength [m]
r great circle distance between BS and mobile [km]
o, the angle between the street and the direct line from base to mobile
@, the reflection loss (=0.25)
@ the average longer paths between the buildings for oblique incidence
the distance between the building faces on either side of the street containing the
w . .
m mobile (typicaly w,, =w/2)
o the elevation angle of the BS antenna from the top of the final building [radians]

2.1.1.1 TheEmpirical Models

The important parameter for the Macrocell designer is the overall area covered, rather

than the specific field strength at particular locations. The basic definition of a Macrocell is

that ¢, > ¢,. Typical BS heightsin practice are around 15 m if amast is used, or around 20 m

upwards if deployed on a building rooftop. The effective BS height may be increased

dramatically by locating it on a hill overlooking the region to be covered [77]. The most

widely gquoted macro-cell model is the Okumura-Hata model [29]. This model is a fully

empirical prediction method, based entirely upon an extensive series of measurements made

10
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in and around Tokyo city between 200 MHz and 2 GHz by Okumura in 1968. The
Okumura-Hata model involves dividing the prediction area into open, suburban and urban
areas. Hata's approximations are described as follows [29]:

Urban areas. ¢, = A+ Blogr — E

Suburban areas: ¢, = A+ Blogr -C

Open areas. ¢4, = A+ Blogr —D

where

A=69.55+26.16log f, —13.82logh,
B =44.9-6.55lo0g¢,
C =2(log(n, / 28))* + 5.4

D =4.78(log7,)? +18.33log7, + 40.94

E =3.2(log(11.75¢,,))* — 4.97 (for large cities, 7, > 300MHz)
E =8.29(log(L.54¢,,))* -1.1 (for large cities, 7, < 300MHz)
E=(1.1log7n. —0.7)¢,, — (1.56log7, —0.8) (for medium to small cities).

This empirical propagation model is valid only for frequencies in the range of 150 MHz

to 1500 MHz, 30m<¢g, <200m, 1m<g, <10m and r >1km. The path loss exponent

isgiven by B/10, which is alittle less than 4, decreasing with increasing BS antenna height.

The Okumura-Hata model for medium to small cities has been extended to cover the

band 1500 MHz <7< 2 GHz [12].

¢ =F +Blogr—E+G

where

F =46.3+33.9logn, —13.82l0g ¢,
E =(@.1logn, - 0.7)s,, — (L.56log 7, —0.8)

B 0dB medium-sized citiesand suburban areas
~ |3dB metropolitan areas
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2.1.1.2 ThePhysical Models

Although empirical models have been extensively applied with good results, they suffer

from a number of disadvantages[77]:
(i) Only be used over parameter ranges included in the original measurement set.
(i) Environments must be classified subjectively according to categories.

(iii) No physical insight into the mechanisms such as an unusually large building or hill

in particular locations.

That is, when a macrocell system is operated in a built-up area with reasonably flat
terrain, the dominant mode of propagation is multiple diffractions over the building rooftops.
The Ikegami model attempts to produce an entirely deterministic prediction of field strengths
at specified points [32]. Using a detailed map of building heights, shapes and positions, ray
paths between the transmitter and receiver are traced, with the restriction that only single
reflections from walls are accounted for. Diffraction is calculated using a single edge
approximation at the building nearest the mobile and wall reflection loss is assumed to a
constant value [77].

¢ =10logn, +10log(sine, )+ 20log(e, — &,,)-10loga —10Iog(1+¢—32j—5.8

r

The model assumes that the elevation angle of the BS from the top of the knife-edge is
negligible in comparison to the diffraction angle down to the mobile level. The analysis
assumes that the mobile is in the center of the street. The predictions suggest that field
strength is broadly independent of a mobile’s position across the street. The disadvantage of
this model is that it assumes BS antenna height does not affect propagation. That makes the

model inclined to underestimate loss at large distances compared with measurements [77].
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The full multiple edge integral must take very long computation times to predict the BS
coverage over a wide area, which would require a large number of individua path profiles.
For the purpose of simplification, the Walfisch-Bertoni model is one limiting case of the flat
edge model, which assumes all of the building to be equal height and spacing [89]. The model
assumes that the number of buildings is sufficient for the field to settle. The Walfisch-Bertoni
model was the first to actually demonstrate that multiple building diffraction accounts for the
variation of distance with range which is observed in measurements [89].

2
¢.. =57.1+logz, +18logr —18log(s, — &,)-18log -—
17(‘9b _‘90)

+ 5Iog{(%j2 +(&, - gm)2:l ~9loga + 20Iog{tan—1{M}}

()

The use of the settled field approximation requires that large numbers of buildings are present,

particularly when o, issmall.

The Walfisch-Bertoni model for the settled field has been combined with the Ikegami
model for diffraction down to street level and some empirical correction factors to improve
agreement with measurements in a single integrated model by the COST231 project. For
non-line-of-sight conditions the total lossis given by [12]:

b= b + bt + 9
where

$e =32.4+20logr + 20log7,

2
b, =—-16.9+10logn, +1OIOQM+ #(c.)
(1)

m

By = Pogr + U, + Uy lOgr +u, logn, —9loga

~10+0.3540, for 0° <o, <35°
#($) = { 2.5+ 0.075(c, — 35°) for 35° < &, < 55°
4.0-0.114(c, —55°) for55° < o, < 90°

B ~18log[l+ (s, —¢,)] fore, > s,
0 fore, <e,
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54 for ¢, > ¢,
u, =454-08(¢, —&,) for r>05kmandeg, <¢,
54— 0.8% for r <0.5kmande, < &,
18 forg, > &,
Uy = 115156 %) ¢y P
&

-4+ 0.7[% - 1) for medium - sized city and suburban areas

-4+ 1.'5(i - 1) for metropolitan centres
925

where ¢. isthefreespaceloss, ¢, accountsfor multiple knife-edge diffraction to the top of
the final building and ¢, accounts for the single diffraction and scattering process down to
street level. The model is applicable for 800 MHz< 7, <2000 MHz, 4 m<g, <50 m, 1

m<g¢, <3mand0.02km<r <5km.

2.1.1.3 TheProposed Extended COST 231 M odel

The propagation environment is characterized by digital terrain databases. These
databases generally contain both height information and land-cover data; the former is stored
in a topographical database while the latter is collected in a land-usage database. In some

publications, the term “morphography” is used instead of “land usage [46].”

Scattering, diffraction and attenuation of radio propagation in the receiver near range
(RNR) may cause significant additional path loss [45]. Near-range models apply for the
corresponding areas in forest and urban sites. Wave-propagation models for rural areas
consider mainly the influence of topography. In this model, we consider the effects from both
topography and morphography. That is, the main propagation paths are over rura areas,
influenced by the large-scale topography, whereas propagation near the receiver is determined

by the near-range land usage [47].

14



Dissertation of Chih-Hao Lin

The usual approach to calculation about obstruction loss is to represent peaks in the
terrain by a series of equivalent absorbing knife-edges [46]. This makes the implicit
assumptions that (1) the terrain peak is sharp enough to be represented by a knife-edge and (2)
the peak is wide enough transverse to the path to neglect any propagation from around the

sides of the hill.

1 0.225
.(v)=-20lo ~-20lo
He(v) gm/\/z g

v

where

Ly [Adydy) [ 2dydy
2d,'d,’ A(d,'+d,")

Notation h' isthe excess height of the edge above the straight line from source to field
points. For most practical cases, d;,d, >>h, so the diffraction parameter v can be

approximated in terms of the distances measured along the ground:

Lop [2di+d) [ 2dd,
Ad,d, A(d, +d,)

If there are severa edges, the more accurate approximate multiple knife-edge diffraction
model can be applied. The Deygout method is simple to apply and can give reasonable results
under restrictive circumstances [13]. The total excess lossis calculated by combining the loss
from the main edge and from each of the two sub-paths. And then, this excess obstruction loss

must be combined with the free space loss to give the total |oss.

Two-dimensional wave propagation models (wave propagation is only regarded in a
vertical transmitter and receiver propagation plane) represent the influence of topographical
obstacles by single knife-edge model. The influence of land usage is regarded by COST231
model. We suggest that using the extend COST231 model as our propagation model to

consider both  topographical and morphographical  obstruction losses  by:

L=L-+L.+Lg+Ly-
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2.1.2 Frequency Spacing

The globa system for mobile communication (GSM) recommendations stated that
reference interference will be achieved at a CIR margin of 9 dB for CCl and that the margin
is—9 dB for ACI. Channel impairments such as crosstalk, premature handoffs and dropped
calls may result from ACI, leading to degradation of QoS. Although channel filtersin both the
BS and the MT significantly attenuate signal from adjacent channels, severe interference may
occur in circumstances where the received signal level of an adjacent channel greatly exceeds

that of the desired channel [38].

To reduce ACI, typica celular systems employing channel assignment schemes avoid
the use of adjacent channels in the same BS. That is, channels immediately adjacent to each
other in frequency are assigned to different cells and the distance plays a key role in reducing
their mutual interference. In channelized radio system, the ACI is suppressed by the filter and
by a distance factor. A common approach to optimize the spectrum efficiency has been to pick
an appropriate frequency reuse distance in order to keep the CCl constrained. The ACI has
been suppressed by selecting a rather large channel separation. However, this approach is not
likely to achieve the optimum spectrum efficiency because the designer must account for ACI

and CCl simultaneoudly.

To maintain the quality of the links and achieve percentiles type of coverage
requirements, the CIR must exceed the receiver’'s minimum requirements for acceptable
transmission in at least 95% of the cell areas. If the power from each BS is known and given a
specific channel assignment and separation policies, the probability density function for the
CIR can be computed. The channel reuse policy influences the magnitude of both CCI and

ACI, whilethe ACI only affects the channel separation [26].
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Severa researchers have studied the frequency spacing problem in order to alow the
maximum number of channels in a given bandwidth [63]. The fact that the ACI is small
provides an opportunity to reduce the frequency spacing between adjacent channels, which
would significantly increase the spectral utilization efficiency. The objective is to optimize
spectrum efficiency by maximizing total number of channels on the available bandwidth

subject to satisfy an acceptable performance requirement.

The ratio between received ACI and CCI can be defined as net filter discrimination
(NFD), which describes the discrimination of ACI over CCI due to frequency spacing Af
between consecutive carriers and modulation spectrum shape. We denote the total bandwidth
of the system as U (Hz), which isdivided into |F| (i.e. |F| = U/ Af ) channels. Let’s assume that
the filter characteristics of transmitter and receiver are matched, the NFD ratio can be
formulated as a function of frequency spacing [63].

T‘P(n) “W(n + Af )df

O(AF) === (2.1.1)
J e (e

The numerator equals the interfering power from an adjacent channel on frequency spacing
Af and the denominator is equal to the CCI from one interferer. Function W(7) denotesthe
filter characteristic. The CIR at the victim BS receiver is determined by filter terms G(Af)
and interference propagation terms ©, . Let al channelsin the systems are identical and carry
QPSK digital signals with a bit rate (bit/s). The CIR can be formed as a function of the

channel separation Af normalizedto p:

averagesignal power R

CIR(Afp) = : -
averageinterference power i O(i x Afp) x O,

(2.1.2)

where R is the frequency response of desired signal. Calculation of the NFD involves the

modulation spectrum shape. The NFD-curves represent how much an ACI is attenuated
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compared to a CCl a the same geographical distance because of the channel separation

Af xp [63].

Mam and Maseng modeled the cellular system as an infinite hexagonal grid with
uncorrelated lognormal interferers. The interfering power from a BS is considered
uncorrelated with all other interferers and the interested signal, thus al signas are
“power-added” at the receiver. Because the probability density function (PDF) for a sum of
several lognormal interferers is unknown, they obtain the mean and variance for an
approximated Gaussian distribution from the ssmulation. The Gaussian PDF resulted in a

pessimistic value of the channel separation for outage probability.

Spectrum efficiency is a measure to assess how well the total bandwidth is exploited in a
cellular system. Mam and Maseng defined a spectrum efficiency formula, which consider

cluster-size, modulation method and bit-rate, asfollows [63].

log, (symbol) ' (2.1.3)

ectrum efficiency =
=P Y Af x pxT°

The channel separation is normalized to the bit-rate that corresponds to the number of bits per

modulation symbol (i.e. 1og,(symbol)) and I" denotes cluster-size.

The standard channel separations for GSM is equal to 200 kHz/271 kbps = 0.74 Hz/bps.
The optimum channel separation for GSM is 130 kHz. However, the cell configurations are
not of equa size and propagate on flat terrain in a practical system. These results can be
exploited in non-integer cluster-sizes.

In paper [63], Mam and Maseng stated, “An example is NMT 450 (Nordic Mobile
Telephony) which is an analog system operating in the 450 MHz band. The origina
specification stated 25 kHz channel separation with 70 dB adjacent channel selectivity. It
turned out that NM T 450 was over-designed on ACI suppression and CCI became the limiting
factor with low spectrum efficiency as a result. In the successive NMT 900 system, this flaw

was corrected by introducing interleaved channe with 12.5 kHz channel spacing. A restriction
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was that adjacent channels could not be used in adjacent cells, nevertheless interleaved
channels increased the spectrum efficiency.” That is, network designer must consider both

ACI and CCI simultaneously when channel separation is determined.

2.2 Wireless ResourceAllocation and Management

2.2.1 Smart Antenna and Sectorization

Extensive research activity into the area of smart-antenna cellular applications started at
the beginning of the 1990's. The smart-antenna techniques are one of the few techniques that
are currently proposed for new cellular radio network designs, which will be able to
dramatically improve system performance [78]. The main advantages expected with
smart-antenna techniques are as follows: (1) higher sensitive reception, (2) possibility to
implement systems with spatial-divison multiple access, (3) interference cancellation in

uplink and downlink functions and (4) mitigation effects of multi-path fading [8].

Smart antennas increase system complexity and cost but provides an additional degree of
freedom for the radio network control and planning [33]. The smart-antenna receiver structure
and algorithms, network control, and planning are the main cellular system components to be
considered [8]. The choice of a smart-antenna receiver today is highly dependent on the air
interface and its parameters and the algorithm should be compatible and optimized with radio

network protocols.

Most current cellular architectures use sectorization techniques. Spatia filtering for
interference reduction simultaneously exploits the smart-antenna at the downlinks and it
increases capacity [23]. In spatial filtering for interference reduction, the smart-antenna
reduces the level of CCl by spatially selective transmission, makes possible more tight
channel reuse, and in this way, increases capacity [75]. Two important factors influence the
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effectiveness of sectorization: one is the number of sectors per cell and the other is the
bandwidth of the directional antenna. Intuitively, the more sectors there are in a cdll, the less
interference in the system. However, too many sectors at a cell can cause excessive handoffs
and increase equipment and operational cost. Therefore, BSs in current cellular systems
typically have one to five sectors per cell. For example, the wide-beam tri-sector cell in the
first generation cellular mobile system employs three 120° antennas to cover one cell. A
six-sector cellular system using six 60° antennas at a cell is also proposed to improve the

capacity of GSM [9].

In this dissertation, generic sectorization model allows irregular BS locations, selective
radiuses or transmission power of antennas and any kind of sectorization radians. Therefore,
this model can specify several kinds of real wireless networks, such as omni-direction antenna,
regular sectorization and irregular smart antenna structures. We use continuous integer
numbers to label the existing and augmentation frequencies. Using this naming scheme, we
can describe the neighboring relationship between adjacent channels and cal cul ate the channel

separation. We depict the generic cell configuration and spectrum usage statusin Figure 2.1.

Generic cdll configuration for cell j and j’ Spectrum usage status

A
Y

1§ .. ..
: Existing . - . Existing
I
i white noise Continuous existing/augmentative white noise
G2
G X > Notation
Cell j (i, ¥1) 9.2\<ﬁ b1 W The assigned {777 Theno used The candidate
cdlj %,y #) et ng channels :...:...7 existing channels augmentation channels

Figure 2.1: Generic cell configuration and spectrum usage status

In our sectorization model, overlapping cells are alowed. That is, some percentage of the
MTs may be able to obtain sufficient signal quality from two or more cells. If a call finds its

first-attempt home cell has no free channels, it can then try for afree channel in any other cell
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that can provide sufficient signal quality. We denote this scheme as directed retry.
Furthermore, the directed handoff scheme can direct some of the existing calls in its domain
to attempt handoff to an adjacent cell when a cell has all or amost al of its channels in use.
The motivation is to attempt to redistribute calls in heavily loaded cells to lighter loaded cells.
For the directed retry scheme, an increase in the overlapping between cells leads to an
increase in the grade of service (GoS) provided by the system. In addition, the directed
handoff scheme has very good sensitivity properties with respect to variation in the spatial

traffic profile of the system [38].

2.2.2 Channel Assignment

A given radio spectrum can be divided into a set of digoint or non-interfering radio
channels. All such channels can be used simultaneously while maintaining an acceptable
received radio signal. In practice, each channel can generate some interference in the adjacent
channels. CCl and ACI caused by frequency reuse are the most restraining factors on the
overall system capacity in the wireless networks [65]. Channel assignment problems are
traditional resource alocation and management problems. The main idea behind channel
assignment algorithms is to make use of radio propagation path loss characteristics in order to

minimize the CIR and hence increase the radio spectrum reuse efficiency [69].

There are several approaches, such as FCA, DCA and hybrid channel assignment (HCA).
The purpose of all channel assignment algorithms is to assign radio channels to wireless users
so that a certain level of CIR is maintained at every MT. In FCA schemes, the area is
partitioned into a number of cells, and a number of channels are assigned to each cell
according to some reuse pattern, depending on the desired signal quality. FCA schemes are
very ssimple, however, they do not adapt to changing traffic conditions and user distribution
[38]. In DCA, al channels are placed in a pool and can be assigned to new calls as needed

such that the communication QoS is satisfied [44]. At the cost of higher complexity, DCA
21



Resource Allocation and Management in Wireless Communication Networks

schemes provide flexibility and traffic adaptability. However, DCA strategies are less efficient
than FCA under high load conditions. To overcome this drawback, HCA schemes were

designed by combining FCA and DCA schemes [38].

Katzela and Naghshineh define the smple FCA strategy as that the same number of
nomina channels is allocated to each cell [38]. Because traffic in cellular systems can be
non-uniform with temporal and spatial fluctuations, a uniform allocation of channels to cells
may result in poor channel utilization. It is therefore appropriate to tailor the number of
channels in a cell to match the load in it by non-uniform channel alocation or static
borrowing. In non-uniform channel alocation algorithms, the number of nominal channels
allocated to each cell depends on the expected traffic profile in that cell [95]. In the static
borrowing scheme proposed in [2], unused channels from lightly loaded cells are reassigned
to heavily load ones. This can be done in a scheduled or predictive manner, with changes in

traffic known in advance or based on measurements, respectively.

In contrast to FCA, there is no fixed relationship between channels and cellsin DCA. All
channels are kept in a central pool and are assigned dynamically to radio cells as new calls
arrive in the system. After a call is completed, its channel is returned to the central pool [38].
Themainidea of all DCA schemesisto evaluate the cost of using each candidate channel and
select the one with the minimum cost provided that certain interference constraints are

satisfied. The selection of the cost function is what differentiates DCA schemes [38].

In general, there is a trade-off between FCA and DCA. Simulation results show that
under low traffic intensity, DCA strategies perform better [37]. However, FCA schemes
become superior at high offered traffic, especialy in the case of uniform traffic. As shown by
simulation in [72], the traffic performance of FCA deteriorates when cells are small, while
DCA provides much steadier performance. As discussed in [88], the implementation
complexity of the DCA is higher than DCA. Regarding type of control, FCA is suitable for a

centralized control system, while DCA is applicable to a decentralized control system [38].
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Hybrid channel assignment schemes are a mixture of the FAC and DCA techniques [94].
In HCA, the total number of channels available for service is divided into fixed and dynamic
sets. The fixed set of channels are assigned to cells as in the FCA schemes and the dynamic
set of channels is shared by all users in the system to increase flexibility as in the DCA
schemes. The call blocking probability for an HCA scheme is defined as the probability that a
call arriving to a cell finds both the fixed and dynamic channels busy [92]. Katzela and
Naghshineh stated, “ Simulation results showed that systems with the most dynamic channels
give the lowest probability of queuing for load increase up to 15 percent over the basic load.
For load increase of 15-32 percent, systems with the medium dynamic channels give the best
performance. From load of 32-40 percent, systems with low dynamic channels give the best
performance. Finally, for loads of over 40 percent systems with no dynamic channels give the

best performance [38].”

In this dissertation, we develop a non-uniform fixed channel assignment scheme in the
network-planning problem [53], a directed-retry channel assignment scheme in the
performance optimization problem [50], and a flexible channel assignment/augmentation
scheme in the resource rearrangement/augmentation problem [49]. In the FICA schemes, the
set of available channels is divided into fixed and flexible sets. Each cell is assigned a set of
fixed channels that typically suffices under a light traffic load. The flexible channels are
assigned to those cells whose channel's have become inadequate under increasing traffic loads.

The assignment is done in either a scheduled or predictive manner [83].

2.2.3 Power Control

Antenna power control is one of the most crucia design issues of wireless cellular
systems because of its importance in mitigating the CCl and ACI, which stems from
frequency reuse in cellular systems [10]. That is, power control schemes play an important

role in spectrum and resource alocation in cellular networks. By increasing the transmitted
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power of the desired signal and/or decreasing the power level of interfering signals, the
required CIR level can be accommodated. However, this approach is based on opposing
requirements because an increase in the power level of the desired signal level corresponding
to a certain MT also results in an increase in the interference power level corresponding to a
different MT using the same channel. The purpose of power control scheme is to find a
trade-off between the changes of power level in opposing directions [38]. This can result in a
dramatic increase of overall system capacity measured in terms of the number of MTs that can
be supported [93].

In 1973, Aein investigated CCl management in satellite systems. He introduced the
concept of CIR balancing, which yields a “fair” distribution of the interference in the sense
that all users experience the same CIR level [93]. The concept was applied and extended to
several cellular radio systems and proved substantial improvement on the capacity of such
wireless systems [70]. Foschini developed a distributed autonomous power control algorithm
that was totally local in that only the power and interference measurements of each BSMT
link is used to evolve power levels on that link [18]. In 2000, Chiang formulated a general
power control problem for both CDMA and FDMA systems and transform it into a convex
optimization problem with efficient algorithms by using geometric programming [10]. That
centralized algorithm can be use to optimize capacity, control QoS and mitigate interference.

In this dissertation, we adopt the power control scheme in both the network-planning and

network-servicing modules in generic sectorization networks considering both CCl and ACI.

2.2.4 Network Planning

Cell planning is a very complex task, as many aspects must be taken into account,
including the topography, morphology, traffic distribution, existing infrastructure and so on
[91]. In 1997, Hao stated [28], “Although many studies have been reported in the areas of

mobile cellular network planning in terms of coverage analysis, channel assignment, routing
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and propagation, relatively few studies have been done regarding the network planning for
cost-effective system design.” Decisions regarding the number of cells, cell locations, cell
configuration, power control, channel assignment and homing schemes should be made
within the context of one another [22].

The key element to be considered for cellular network planning is cost. A hierarchical
optimization planning approach has been usually used for the production planning of
large-scale manufacturing systems and decision making for health care and service systems.
Therefore, a three-level optimization approach was presented to determine the radio network
architecture, i.e., the number of cells, cell size, cell location, parameters of antenna, antenna
height and transmitting power, to serve the area of Singapore [28]. It separately determines
the cell number, cell site allocation and the specific BS parameters to minimize the total
system cost and to comply with the required system performances. In 1997, Marano
developed a Markovian model to design mobile cellular telephony networks considering one
cell at atime [64]. In 1999, Bose proposed a dynamic programming scheme to determine the
optimal cell geometries and the minimum number of cells required to cover a given area of
interest [ 7]. The author also analyzed the computational complexity of the proposed algorithm
and concluded that the computational load grow as O(|C[) for fixed values of map resolution
and cell coverage in the paper [7]. In 2000, Huang used a fuzzy expert system, a genetic
algorithm and a cell splitting technique to develop athree-layered hierarchical model [31].

Because the GSM standard is based on the use of two separate frequency bands, around
900 MHz and 1.8 GHz, respectively. The radius of the 900 MHz cell are larger (up to 35 km)
than it of the 1.8 GHz cell (typically less than 1 km) because the much worse propagation
characteristics of microwaves in the latter frequency range through the atmosphere. To
support design and planning of dual-band GSM networks, Meo proposed approximate
analytical models of the system dynamics and exploited the influence of critical system

parameters on these analytical models[66].
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In this dissertation, we adopt the measurement-based channel interference model to
formulate the integrated network-planning problem as a combinatorial optimization problem
in Chapter 5. That is, our network-planning algorithm together determines all parameters at

once and can be applied on any kind of radio propagation environment [53].

2.3 Mathematical Models

Under the consideration of generic sectorization, propagation and interference effects, we
introduce several mathematical formulations to model the associated QoS and GoS

requirementsin this section [51].

The maor communication QoS for channelized wireless systems is downlink CIR
constraint [56]. Under the consideration of generic sectorization networks, we propose three
kinds of interference estimation models to accumulate interferences from all interfering cells
to approximate real interference strength. That is, our models directly consider the CIR at the
reception points that take into account interference from multiple sources to more closely

model the real problem. Therefore, no explicit channel reuse distance constraints are required.

Although channel filters in both BSs and MTs significantly attenuate signa from
adjacent channels, severe interference may occur when the power level of adjacent interfering
channels greatly exceeds that of the desired channel. In this dissertation, we together
accumulate CCI and ACI in our generic interference model to estimate the total interferences

received by MTs[26].

2.3.1 Communication QoS M odels

To satisfy the CIR constraints in channelized wireless systems, CCl is usually considered

as one of the most important issues. Since ACI may cause channel impairments such as
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cross-talk effects, premature handoffs and dropped cals, ACI becomes another significant

QoS degradation factor in channelized wireless network.

We jointly consider CCl, ACI and near channel interference (NCI) in our generic
interference model. We assume that the interfering powers are considered uncorrelated with
one another and independent with the desired signal. Therefore, al signals are “power-added”
a the receiver. We simply accumulate both CCI and ACI to estimate the total inferences
received by MTs. We can formulate the CIR constraint by accumulating all interferences that
are received by each MT. For different kinds of applications, we propose three kinds of

interference estimation models.

2.3.1.1 BS-based Interference Model

For pure channel assignment or augmentation problems without considering power
control or configuration rearrangement, the homing decisions are static. That is, we can
construct compatibility matrix for BSs by using BS-based interference model. Each element

of compatibility matrix isafunction of distance and can be pre-calcul ated.

In this model, we assume that the MTs may be located anywhere within the boundary of

the call. We can formulate the CIR constraint as

> Z(r—‘] yi-,-ﬂ(li—i'l)sG;+(%+1—G,-)yu vieAieF.

jeatpnier\ Dy
Notation « is the attenuation factor that is usually chosen between 2 and 6 depending

on the geography. D;. isthe shortest distance between the interfering BSj’ and the coverage
of interested BS j. That is a reference distance for estimating the maximum interference
between j and j'. Notation r,. is the radius of interfering BS j’. Functiond(Ai) is the NFD
ratio that is afunction of the channel separation. Decision variable y; ischannel assignment,

whichis1if Channel i isassigned to Sector j and O otherwise. Threshold of acceptable CIR is
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y . Because Inequality (2.1) will violate whenever vy, = 0, we introduce an arbitrarily large

number G; to avoid the violation possibility.

2.3.1.2 Over-estimation Interference Model

When adopting power control or configuration re-arrangement schemes, transmission
power of each sector is uncertain before optimizing the system. For QoS assurance purpose,
we suggest using the maximum candidate radius of interested sector to substitute uncertain
one. Under adopting over-estimation approach, we can assure that any MT homing to

interested cell must not violate CIR constraint. We formulate this approach as

r. ¢
S|y, 8- <G+ (C+1-G))y, Ve AicF.
j'eAi'eF Djj'(ri) V4

Notation r; is the upper bound of transmission radius for Sector j. Reference distance

D jj.(F ,~) is the minimum distance between the coverage area of interested Sector j with

maximum transmission power and the interfering Sector j’. That is an over-estimation

interferences model of Sector j.

2.3.1.3 MT-based Interference M odel

In this model, MTs measure the amount of interference to determine the reusability of the
channel. A mechanism is assumed to exist by which MTs and BSs can measure the amount of
interference. That is, this strength measurement approach estimates the received interferences
for each MT by using radio propagation prediction methods or exact power measurement
techniques. This exact approach is advantageous on its higher precision at interference power
level but disadvantageous on its time complexity that depends on the number of MTs and BSs.
In performance optimization module, we can enforce the CIR requirement for MT t, which is

homed to Sector j, by formulating the CIR constraint as
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K, ZZ%MT@(H -i'") <G, +(1+1—Gj)yij VieF,JeAteT.
j'eAi'eF j 4

Notations A/T/F denote the sets of sectorsMTs/channels in the system, respectively.

Notation k; isindicator function, whichis 1 if mobilet can home to Sector j and O otherwise.

The received power of MT t from the downlink signal of Sector j isdenotesas R; .

2.3.2 Communication GoS Models

2.3.2.1 Call-Blocking Probability Constraint

For communication networks, call-blocking probability is one of the important QoS for
service provider to satisfy customers requirements. Considering the average performance of

resource management, we denote the average traffic of location-based MT t as A,. The

aggregate traffic of Sector j is denoted as g;. The homing decision variable for MT t on
Sector j is denoted as X;. Itsvalueissetto 1if MT t is homed to Sector j and O otherwise.

We use Erlang-B formula E(g;,n;) to denote the cal-blocking probability when

g, = ZAXU. Erlangs of traffic is offered to n; = Zyij trunks on Sector j. The recursion

teT ieF

g; x E(gj’nj -1
g; x E(gj,nj —1)+nj

. We can aso derive

relation of the Erlang-B function is E(g;,n;) =

the minimum trunk required function Q(gj,ﬁj) with the condition of call-blocking

probability threshold E ;- We can formulate two kinds of call-blocking probability

constraints as follows:

E(gj!nj)éﬁj Vie A
or Q(g,,8,)<n, VjieA
where
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gjzz/ltxtj VieA

teT
n=>y Vj e A.
ieF

2.3.2.2 Call-Dropping Rate Constraint

For existing users, call drop means the communication is interrupted and disconnected.

Both frequency hopping and handover mechanisms may cause call drop, which will degrade

service quality and lose revenue. We introduce two cost-probability functions ® and @/'.
Cost function ® is loss of revenue due to channel reassignment on Channel i. Cost

function @/ is loss of revenue due to the decision of re-homing MT t. The call-dropping

constraint can be formulated as

S oF(y, 1-27,) + 2, )+ > @ (x, (1-2h,) +h, ) < D* Vj e A.

ieF teT

Indicator function z; denotes whether existing Channel i is used on Sector j or not.

Notation h; denotes the original homing decision. NotationCD’j* is the call-dropping loss

revenue limitation. Using this formulation, we can describe the reassignment priorities
according to channels' usage status and differentiate the reliability priorities of MTs due to

different pricing policies.
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3. Flexible Channe Assignment Problem

In this chapter, we identify the problem of FICA in wireless communication networks
under the consideration of generic sectorization and channel interference is studied. We
formul ate this problem as a combinatorial optimization problem, where the objective function
is to minimize the average call-blocking rate (or to maximize the total revenue) subject to
configuration, QoS, GoS and capacity constraints. The configuration and capacity constraints
require that the sectorization policy and assigned capacity for each sector be admissible. The
GoS constraint requires that the call-blocking probability be satisfied. The communication
QoS enforces the CIR requirement be satisfied. The basic approach to the algorithm
development is Lagrangean relaxation. In computational experiments, the proposed agorithm
is shown to be efficient and effective. When compared with a number of sensible heuristics,
the proposed algorithm achieves up to 99.42% improvement of the total call-blocking rate
under an omni-direction channel assignment scenario and 58.15% improvement of the total

call-blocking rate under a generic sectorization scenario.

3.1 Introduction

Channel assignment is one of the more important issues for wireless communication
researchers. Whether the channel sharing is based upon which multiple access mechanism,
there exists a fundamental limit on the number of users sharing the same frequency

simultaneously. Since higher resource utilization achieves higher service revenue gains, to
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optimize system resource utilization becomes the goa of the channel assignment (or

allocation) problem [86].

Although various resource management approaches have been proposed to increase the
channel efficiency, the maority of current results still focus on hexagona or regular
sectorization network structures due to simplicity of implementation and ease of operation
[40]. In this chapter, we consider a more generic channel assignment problem where irregular
sectorization policies may be adopted. Generic sectorization structure allows the locations of
BSs to be not regular, the radiuses of sectors to be not identical and the radian types of
sectorization cells to be not limited. Generic sectorization structure can fit into several kinds
of real wireless networks and consider precisely the configurations of real wireless

communication systems.

Most of the methods in the literatures follow some * co-channel reuse distance” concepts
to assign a channel to interested sector [36]. That is, the same channel being reused some
distance away between two sectors. The objective of our algorithm is therefore to develop a
mathematica model for arbitrary network structures. We refer to this policy as the QoS

assurance approach.

Another interference issue, which is considered by operators of real wireless networks, is
ACI effect. Little literatures handle the ACI for channel assignment purpose, but it may
influence channel assignment result in real wireless network. MTs homing on the interested
sector will receive the ACI from the same sector and others. In this chapter, we together
accumulate the CCI and ACI in our QoS assurance approach to calculate the total

interferences on MTSs.

FICA problem is a trade off solution between the FCA and DCA problems. It considers
not only the FCA problem but also the flexible channel expansion problem. In such a system,

given the configuration of existing wireless network and a set of flexible channels, the
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decision will be how to assign flexible channels to each sector (perhaps daily/hourly based on
expected traffic demands of the next day/hour). The model can also be applied to
inter-systems/inter-cooperators channel assignment problem. In that environment, those

cooperators use neighbor frequencies to service their customer communication demands.

The rest of this chapter is organized as follows. Section 3.2 provides the problem
description and mathematical formulation. In Section 3.3, we adopt Lagrangean relaxation as
our solution approach. Section 3.4 is our computational experiments. Finally, we conclude

this problem in Section 3.5.

3.2 Problem Description

Given the wireless communication system architecture, we formulate the problem as an
integer-programming problem where the objective function is to minimize the long-term
average call-blocking rate (loss of revenue) of total system subject to several constraints, such
as call-blocking probability constraints, configuration constraints of each sector and QoS

constraints. Before describing this problem, we define the notations in Table 3.1 and 3.2.

Table 3.1: Notation descriptionsfor given parameters

Given parameters

Notation Description

A the set of sectors

minimum distance between interested Sector j and interfering Sector j° under

D.
! the condition of the transmission radius r; of Sector |
E(n..g) call-blocking probability function ( it is depend on aggregate traffic demand
VI |and total assigned channels.)
F the set of available flexible channels
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G; an arbitrarily large number for Sector |
N total number of available channels
g; aggregate flow on Sector j. (in Erlang)
n; the number of original channels which are assigned to Sector |
n upper bound on number of channels that can be assigned to Sector j
I transmission radius of Sector |

indicator function is 1 if the existing channel, which is adjacent to channel 1, is
Yo originally assigned and O otherwise

indicator function is 1 if the existing channel, which is adjacent to channel |F|,

Yoo, isoriginaly assigned and O otherwise

a; attenuation factor (2<«; <6) for Sector j
B threshold of acceptable call-blocking probability of Sector |
Vi threshold of acceptable CIR (in dB) of Sector |
p NFD ratio which isformed as a function of the channel separation (kHz)

normalized to the bit-rate (bps)

Table 3.2: Notation description for decision variable
Decision Variable
Notation Description
y decision variable which is set to 1 if flexible channel i is assigned to sector |
i

and O otherwise

The flexible channel assignment problem for sectorization wireless communication

networks can be formulated as the following integer programming problem [48].

Objective function (1P3.1):
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Zp =minY g,E(g;,n; + DY) (1P3.1)
jeA ieF'
subject to:
E(g;,n; + DY) < B Vje A (3.1)
ieF'
n +Zyij gﬁj VjeA (3.2

ieF’

r aj r aj 1
Z‘%{D_J] (y<i—1),j'+y<i+1),j')+ > (_J] yij.éGj+(f—Gj)yij

i<A i reatit\ Py 7]

VieAieF' (3.3
y; =0orl Vie AieF' (3.4
Yo; =00rl Vjie A (3.5)
Ynsy; =00rl VjeA. (3.6)

The objective function is to minimize the call-blocking rate of total system. That is, we
try to minimize the total loss of revenue in order to maximize system revenue. Constraint (3.1)
Is to ensure that the blocking probability of each sector is lower than the acceptable
call-blocking probability. Constraint (3.2) isto ensure that the number of channels assigned to
each sector is under its configuration limitation. Constraint (3.3) is to ensure that the sum of
interferences introduced by other co-channel sectors and near-channel sectors is less than the

CIR threshold for each flexible channel. The existing channels that are adjacent to flexible

channel are denoted by y,; and vy, ;. Constraint (3.4) is to enforce the integer property

of the decision variables. Constraints (3.5) and (3.6) enforce the integer property of the

indicator variables.

3.3 Solution Procedure

Because the channel assignment problem is NP-complete [27], we do not expect to

develop an efficient optimal agorithm for large-scale problems. Instead, an efficient heuristic
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algorithm is developed and presented in the following sections. The following lemma

specifies the deduction of NP-complete property.

Lemma 3.1: thiskind of flexible channel assignment problems is NP-complete

Proof:

By adopting problem reduction technique of NP-completeness, the flexible channel
assignment problem (IP3.1) can be reduced as a generalized graph-coloring problem by
restricting within regular cellular structures. As we know that a generalized
graph-coloring problem is proved a NP-complete problem [27], the problem (1P3.1) is
one kind of generalized graph-coloring problems. That is, the kind of network-planning

problems is NP-complete.]

3.3.1 Lagrangean Relaxation Method

In applying the Lagrangean relaxation approach, a number of complicating constraints of
integer programming problem (1P3.1) are identified. They are then multiplied by Lagrangean
multipliers and added to the objective function. This process is referred to as dualizing the
complicating constraint. We dualize Constraint (3.3) and construct the following Lagrangean

relaxation problem (LR3.1).

Objective function:

ZLRl(:uij) = minzng(gj'nj +Zyi1}

jeA ieF'

jeAieF’ j'eA ii j'eA{ ]} DJJ' }/J

+zzﬂu[29>{%j Yoy + Yo )+ 2 {r_]] yij'Gj(iGj)yiJJ

(LR3.1)
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subject to:
E(gj,nj+;yij)3ﬂj VjeA (3.1)
N +>.y, <n; Vje A (3.2
i
y; =0orl Vie AieF' (3.4
Yo; =00rl Vjie A (3.5)
Ynsy; =00rl VjeA. (3.6)

We can decompose this Lagrangean relaxation problem into |A| independent

subproblems.

. )"
Zgjp, =MIN Z(_Jj ‘9(/11] Yojr + Uy y(N+l)j')_ZIUijGj + 0, E(gj Ny + zyij)

j'eC Djj‘ ieF' ieF'

ieF’ i ieA M j'eA{j} i

+ Z Yi {ﬂu (G, _}/i) + Z(Dr_JJ Oty + M) + Z :uij‘([;_j] }(SUBS.la)

subject to: (3.1), (3.2), (3.4), (3.5) and (3.6).

3.3.2 TheDual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem, for any 4 > 0, Z r1 (14;) IS @ lower
bound on Zp [15]. The following dual problem (D3.1) is then constructed to calculate the

tightest lower bound.
Zy = T% ZLRl(:uij ) (D3.1)
There are several methods to solve the dua problem (D3.1) [14][87], among which the
subgradient method is the most popular and is employed here [25][30]. Computational

performance and theoretical convergence properties of the subgradient method are discussed

in Held, Wolfe and Crowder [25] and on non-differentiable optimization [30]. In this dual

problem, let a vector y be a subgradient of problem ZLRl(/uij)' In iteration k of the
subgradient optimization procedure, the multiplier vector 7 is updated by 7' =
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h —
75 +E¥ %, The step size £¥ is determined by &* :g%ﬁ’g(ﬁk), where Z is the
X

primal objective function value for a heuristic. It isan upper bound on Z;p; [60].

3.3.3 Getting Primal Feasible Solutions

When we use Lagrangean relaxation method as our solution approach to these problems,
we get not only atheoretical lower bound of primal feasible solutions, but also some hints in
the process of solving dual problem iteratively. If the decision variables calculated satisfy the
constraints in the prima problem, then a prima feasible solution is found. Otherwise,
modification on such infeasible primal solutions can be made to obtain primal feasible
solutions. To get primal feasible solutions, we propose the following primal agorithm,

denoted by Algorithm A.
The overal primal agorithm is described as follows.

B Algorithm A:

Step 1. (Initialize) For Sector | and Channel i, we pre-calculate the coefficient

1 r. aj r aj;
Coef(yij):,uij(Gj——)JFZ{D_]] Oty + M)+ 2 ﬂii'(DJ j |
i reAl Py jeA{ ]} i

Step 2. For Sector |, sort the channel coefficients calculated in Step 2 in ascending

order, which isreferred to as channel order for each sector.

Step 3. Set the iteration counter k as the number of flexible channels. At each iteration,
we add at most one channel to each sector. Initiaize iteration counter k=0 and
sector counter c=0. Thetotal iteration will be the maximum number of available

flexible channels, i.e. 0 < k< N. Reset al of y; to zero.
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Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Step 9.

Step 10.

Step 11.

Step 12.
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For each sector, caculate the  blocking rate  reduction

gj(E(gj,nj +>0y)—E(g;,n, + Dy, +1)] if we assign a new channel i to
ieF' ieF'

Sector j. Then arrange these values in descending order, which is referred to as

sector order.

According to the sector order decided in step 4, we choose the cth sector

(denoted by j) of sector order.

For Sector |, the flexible channel will be the kth channel of the Sector j's
channel order. We denote this kth channel for Sector j by i. To decide whether
this channel i can be assigned to Sector j or not, we must check the following

three constraints.

Check the capacity constraint (3.2) for Sector j. If Sector j cannot assign any

more channels, go to Step 5.

Check the QoS constraint (3.3) for Sector j and channel i. If channel i cannot

satisfy the CCl and ACI constraints, go to Step 5.

Assign channel i to Sector j by set y; = 1.

Increase sector counter by c=c+1 until ¢> |C|. Then go to Step 5.
Increase iteration counter by k++ until k> |F|. And then go to Step 4.

For each sector, check the blocking constraint (3.1). If any violation occurs, use

drop-and-add approach to re-assign channels.
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3.4 Computational Experiments

3.4.1 Benchmark Problems

We apply our algorithm to many quite different examples discussed in literatures related
to the channel assignment problems. We present the results for the application to a 21-cell
network. This special example has been considered by many authors working in the field of
channel assignment [35][84]. That is, these examples make them possible to compare the

derived solutions with previously published results.

The layout of the 21-cell test network is depicted in Figure 3.1. Regarding this network,
some different scenarios have been derived by assuming the two different demand vectors D,
and D, shown in Table 3.3. Different values of the so-called co-site constraint (CSC) are
assumed in the investigated benchmark problems. This value corresponds to the minimum
distance between two frequencies used in the same cell [4]. A value of two in adjacent channel
constraint (ACC) implies that adjacent cells cannot use the neighbored frequencies used

simultaneously [4].

Figure 3.1: The 21-cell test system
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Table 3.3: Two channel demand vectors D; and D,

C1

C2

C3

C4

C5

C6

C7

C8

C9

C10

C11

C12

C13

Cl4

C15

Cl6

C17

C18

C19

C20

C21

D,

25

15

18

52

77

28

13

15

31

15

36

57

28

10

13

D>

12

25

30

25

30

40

40

45

20

30

25

15

15

30

20

20

25

Table 3.4 shows the number of required channels which are need by different algorithm

in order to derive a valid channel assignment for the problems described by demand vector

and interference matrix in the 21-cell system [19].

The comparison of the lower bounds and the frequency demand required by our FICA

algorithm reveals that we are able to find the optimum solutions for all six variants of the

given channel assignment problem. We depict the computational results of these six problems

in Table 3.5. The UB is the total call-blocking rate of our feasible solutions and the LB is the

lower bound of these problems.

Table 3.4: Channel demandsfor the 21-cell system

Case 1 2 3 4 5 6
ACC 1 1 1

CsC 5 7 7 5 7 7
Scenario D; D, D, D, D, D,
FICA 381 533 533 221 309 309
(Beckmann, 1998) [4] 381 533 533 221 309 309
(Ngo, 1998) [71] - - - 221 - 309
(Kim, 1997) [39] 381 533 533 221 309 309
(Sung, 1997) [82] 381 533 533 - - 309
(Wang, 1996) [90] 381 533 533 221 309 309
(Ko, 1994) [42] 381 533 536 - - 310
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Table 3.5: Experiment results of the 21-cell system

Case | ACC | CSC | Scenario | Channels LB uB Gap

1 1 5 D 381 9.067978e+00 | 9.517727e+00 | 4.959742e-02
2 1 7 D 533 8.063206e+00 | 9.517727e+00 | 1.803899%e-01
3 2 7 D, 533 1.219484e+00 | 9.517727e+00 | 6.804717e+00
4 1 5 D, 221 1.265616e-08 | 9.947808e+00 | 7.860052e+08
5 1 7 D, 309 1.265616e-08 | 9.947808e+00 | 7.860052e+08
6 2 7 D, 309 1.265616e-08 | 9.947808e+00 | 7.860052e+08

3.4.2 Primal Heuristics

For comparison purpose, we describe two primal heuristics to solve the same problems
with Algorithm A. Two sets of experiments are performed to test the efficiency and
effectiveness of Algorithm A. The first prima heuristic adopts a minimize-blocking-rate
approach, denoted as Heuristic B. This heuristic is very much like Algorithm A except not
using Lagrangean relaxation technology. In this heuristic, the sector order is the same as
Algorithm A’s but the channel order is just following the identifiers of channels (i.e. i=1, 2,

3, ...,N).

The second primal heuristic is caled modified minimize-blocking-rate approach,
denoted as Heuristic C. The differentiation between Heuristic B and C is the channel
assignment order. The channel assignment order in Heuristic C is the odd channels first and
then the even channels. That is, the channel assignment sequence will be i=1, 3, 5, ...,
[N/2]x2+[N/2—[N/2]] andtheni=2, 4,6, ..., [N/2]x 2. This modification approach is to

consider the ACI effect.

These two kinds of prima heuristics can be summarized in the following heuristic

algorithm.
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Heuristics B and C:

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Step 9.

For Heuristic B, sort the channel assignment order by the channel number in
ascending order. For Heuristic C, the odd channels will be assigned first then the

even channels.

Initialize iteration counter k=0 and sector counter c=0. Reset the decision

variablesy;; to zero.

For each  sector, caculate  the  blocking rate  reduction

gj(E(gj,nj +> ¥ —E(g;,n, + Dy, +1)J if we assign a new channdl i to
icF ieF"

Sector j. Then sort these values in descending order. Thisis referred to as sector

order.

According to the sector order decided in Step 3, we choose the cth sector

(denoted itsidentifier asj) of sector order.

According to the channel assignment order in Step 1, choose the kth channel

(denoted itsidentifier as by i) of channel order.

Check the capacity constraint (3.2) for Sector j. If Sector j cannot add any

channels, go to Step 4.

Check the QoS constraint (3.3) for Sector j and channel i. If channel i cannot

satisfy the CCI and ACI constraints, go to Step 4.

Check the feasibility of this assignment decision to assure this assignment must
not violate the QoS constraint of other sectors that had been assigned. If it

violates the feasibility condition, go to Step 4.

Increase sector counter by c=c+1 until ¢ > |C|. Then go to Step 4.

Step 10.Increase iteration counter by k=k+1 until k> N. And then go to Step 3.
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Step 11.For each sector, check the blocking constraint (3.1). If any violation occurs, it

means this approach cannot find any feasible solution.

3.4.3 Experiment Environments

In the second group of our test networks, the threshold of call-blocking probability of

Sector j isset to 3%, CIR () is set to 9 dB, attenuation factors are set to 4 and ACl is set to

1/8 times of the CCI (i.e 0:%). The first set of experiments is performed on an

omni-directional regular network depicted in Figure 3.2 (a). This network has nine cells that
are all constructed by omni-directional antenna and arranged on a 3x3 regular networks. This
system is referred to as Scenario |. Table 3.6 lists the traffic requirement of each cell on
Scenario 1. The existing channels for each cell is zero, which means that Scenario | is a
classical channel assignment problem. But considering generic cell configuration, CCl and
ACI effect, thiskind of symmetric network environment is difficult for using classical channel
assignment approaches to find feasible solutions. Each frequency used by any cell will
interfere all of the other cells that use the same frequency or the two adjacent frequencies. The
strength of interfering frequency depends on the power level of interfering cell and the

distance between each other.
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Figure 3.2: The scenariosfor computational experiments
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Table 3.6: The sector traffic loads on Scenario |
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Sector ID

Traffic

30 | 15

20

18| 9

19 | 27 | 14

22

3.4.4 Experiment Results

We depicted the experiment results by applying Algorithm A in Table 3.7. We can

observe that the higher blocking probability often appears at cell 1, 3, 4, 5, or 7. That is

because these cells have more neighbors than cell 0, 2, 6 and 8 have. The surrounding

neighbors will cause higher interference due to the generic channel interference. We refer to

these cells as higher interfered cells and the others as corner cells.

Table 3.7: The computational results of Algorithm A on Scenario |

_ Number of Average _ ) _
Average Traffic ) _ Maximum blocking | Computational
Cases flexible call-blocking o )
for each cell probability (cell no.)| time (sec)
channels rate
1 20 200 N/A N/A %!
2 20 210 2.528387 0.021051 (1) 98
3 20 220 1.340598 0.012338 (7) 111
4 20 230 0.838419 0.011109 (3) 121
5 20 240 0.468192 0.005817 (4) 131
6 20 250 0.220799 0.005817 (4) 142
7 20 260 0.100974 0.001372 (4) 161

The experiment results show that Algorithm A can find feasible solutions with fewer

channels than Heuristic B and C can. Our objective of the channel assignment algorithm isto

maximize its reuse factor. We observe that using Heuristic B cannot find any feasible solution

under the ACI effect. That is, once the previous channel has been assigned to one of the

corner cells (i.e. cell number O, 2, 6 and 8), the following channel will be assigned to the
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diagona corner cells due to ACI effect. It makes these channels unable to be assigned to
higher interfered cells (i.e. cell 1, 3, 4, 5 and 7). For example, if channel 1 has been assigned
to cell O, it may aso be assigned to cell 2, 6, or 8 for maximum reuse factor purpose. We
assume that channel 1 has been assigned to cell 0 and 6 for example. Channel 2 will be
assigned to cell 2 and 8 for satisfying ACI constraint. Then channel 3 will be assigned to cell
0 and 6. Throughout this channel assignment process, cell 1, 3, 4, 5 and 7 will violate the
threshold of blocking probability constraint. That is the reason that we do not discuss the

experiment results of Heuristic B in this section.

By applying Algorithm A and Heuristic C on Scenario |, the number of channels needed
in feasible solutions is 210 and 270, respectively. We list the comparison in Table 3.8. In the
computational experiments, we increase the number of available channels to observe the
improvement curve and observe that Algorithm A achieves up to 99.4% improvement of the

total call-blocking rate against Heuristic C.

The second set of experiments is performed on a generic sectorization network, referred
to as Scenario Il. It is aflexible channel assignment problem with nine cells located on a 3x3
regular networks and depicted in Figure 3.2 (b). The traffic requirements, cell configurations
and the existing spectrum usage statuses are listed in Table 3.9. The traffic requirements in
Scenario Il are derived from it in Scenario |. The quantity of traffic requirement is in direct
proportion with the measure of cell coverage area. Table 3.10 is the comparison of results of
using Algorithm A and Heuristic C. The minimum numbers of required flexible channels for
Algorithm A and Heuristic C to find feasible solutions are 175 and 190, respectively. In the
computational experiments, Algorithm A can achieve up to 58.15% improvement of the total

call-blocking rate from Heuristic C.
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Table 3.8: Comparisons between Algorithm A and Heuristic C.

c:;njl . Algorithm A Heuristic C Improvement (C-A)/C *100%

260 0.100974 N/A N/A

270 0.042867 1.069263 95.991020%
280 0.024608 0.670766 96.331327%
290 0.017490 0.402328 95.652869%
300 0.003660 0.229433 98.404832%
310 0.001758 0.137360 08.719889%
320 0.000555 0.071804 99.227376%
330 0.000249 0.043266 99.423746%

Table 3.9: Cell configuration and spectrum usage status on Scenario Il

Sector| Traffic | Radius | Angular No. of existing | Initial cal-blocking | Adjacent
ID (r) (61, &) channels probability situation
0 21 1 (90°, 360°) 10 0.557573 (1,0)
1 11 1 [(180°% 360% 11 0.597423 (0, 1)
2 19 1 |(180° 450°% 7 0.656617 (0, 0)
3 11 1 (90°, 270°%) 6 0.522736 (0, 0)
4 57 1.9 | (0°,360% 20 0.657917 (1, 1)
5 11 1 [(270°, 450°% 3 0.753681 (0, 0)
6 21 1 (0°, 270°% 9 0.600123 (0, 1)
7 10 1 (0°, 180°%) 2 0.819672 (0, 0)
8 18 1 [ (270°, 540°% 8 0.589929 (1, 0)

3.5 Concluding Remarks

In this chapter, we study the FICA problem in wireless communication networks where

the total call-blocking rate is set to be the key performance indicator. In addition, irregular

rather than regular cell configuration and sectorization is considered. We formulate this

problem as an integer-programming problem and apply Lagrangean relaxation as the basic

approach to the algorithm development. We develop an LR-based algorithm and two primal
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heuristics in this chapter. In computational experiments, the proposed algorithm can find the

optimal solution of all six scenarios of the benchmark network. When deal with our two test

networks, the proposed algorithm is shown to be far superior to two sensible heuristics. It can

find feasible solutions with less number of channels and achieve up to 99.42% and 58.15%

improvements of the total call-blocking rate.

Table 3.10: Comparisons among Algorithm A and Heuristic C on Scenario I

Cases No- of required Algorithm A Heuristic C Improvement
flexible channels (C-A)/C*100%

1 175 4.102679 N/A N/A
2 180 3.147246 N/A N/A
3 190 1.776683 2.997904 40.735827%
4 200 1.103023 1.983875 44.400549%
5 210 0.736706 1.134674 35.073317%
6 220 0.307215 0.607275 49.410866%
7 230 0.164812 0.321030 48.661436%
8 240 0.095059 0.156660 39.321226%
9 250 0.045379 0.072155 37.108646%
10 260 0.014411 0.034439 58.155336%
1 270 0.009080 0.015219 40.336120%
12 280 0.004746 0.005962 20.392067%
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4. Sequential Homing Problem

In this chapter, we study the problem of sequential homing problem for
multiple-connectivity wireless communication networks. In general, there is a trade-off
between QoS, the implementation complexity of admission control and system performance.
Under the assumption of given average traffic demands and candidate homes for each MT, we
propose a generic sequential homing algorithm to determine realtime homing sequence for

reliable multiple-connectivity networks to optimize total system call-blocking rate.

The emphasis of thiswork isto develop a centralized sequential homing policy to decide
realtime homing sequence for optimizing total revenue of wireless networks purpose. We
formulate this algorithm as a combinatorial optimization problem, where the objective
function is to minimize the average system call-blocking rate. For considering generalization,
we generalize this sequential homing problem as a sequentia routing problem. We model
each MT-BS-MTSO (mobile telephone switching office) relationship as one path of
MT-MTSO communication pair. Therefore, the problem is to decide the routing sequence for
each origin-destination (O-D) pair to optimize system performance by predicting aggregated
traffic of each link and blocking probability of each O-D pair. In the computationa
experiments, we compare the proposed algorithm with the shortest-based heuristic on GTE
network. The proposed algorithm can achieve up to 99.98% improvement of the total

call-blocking rate.

49



Resource Allocation and Management in Wireless Communication Networks

4.1 Introduction

For supporting reliable wireless communication network, system designer must well
deploy BSs and arrange enough spectrum resource to ensure individual connectivity
requirement [76]. In this chapter, we model wireless communication networks as virtual
circuit networks to accommodate different communication systems by assuming that (1)
traffic behaves as Poisson arrival process, (2) Erlang-B formula is used to model virtual

circuit networks and (3) average traffic load is used to estimate realtime traffic load.

This sequential homing algorithm can be applied to networks with a sequential and
dynamic homing scheme where the homing decisions are updated periodically [79]. That is,
the homing sequence for each MT location is updated periodically, with period AT . At each
update, the candidate homes for each MT are ranked in a preference order. A minimum of one
and a maximum of K homes are selected. Until the next update, the homing rule consists in

attempting the corresponding homing sequence most recently selected [85].

In this chapter, we propose a sequentia routing algorithm to decide realtime homing
sequence for reliable multiple-connectivity wireless networks. We decide the routing
sequence for each O-D pair to optimize system performance by predicting aggregated traffic
of each link and blocking probability of each O-D pair. The emphasis of this work is to
develop a centralized sequential routing policy to support resource alocation and
management for optimizing long-term system revenue in wireless networks. That is, we apply
the proposed sequential routing algorithm as our kernel and combine with FCA mechanism to

support realtime admission control for reliable wireless networks [50] [51].

The rest of this chapter is organized as follows. Section 4.2 provides the problem
description, the notation definitions and problem formulation. In Section 4.3, we adopt
Lagrangean relaxation as our solution approach to deal with this problem. We also develop

two algorithms to optimally solve two subproblems. In Section 4.4, several computational
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experiments will be performed to verify the proposed algorithm. Finally, we conclude this

problem in Section 4.5.

4.2 Sequential Routing Problem

A set of admissible homes for a call is tried in a given sequence, and the call is either
carried on the first available home encountered in this sequence, or is blocked and cleared
from the network if all the homes are busy.

Our sequential routing algorithm adopts the well-known DR5 criterion. The DRS5 is the
dynamic sequential routing scheme based on 5-minute updates of state-information. That is
because a central routing controller maintains alist of admissible paths for all O-D pairs. Link
occupancies (collected by scans at 100-second intervals) are reported to the controller at
5-minute intervals. The DR5 routing sequences, based on average or expected link-conditions
in the network under statistical equilibrium rather than on instantaneous state-information,
would be useful in this routing scheme [43]. The routing sequences are update at 5-minute

intervals based on average link-occupancies in the preceding 5-minute period.

4.2.1 Problem Description

In this section, we intend to establish a model to discuss sequential routing problem for
generic wireless communication networks. We study how multiple-connectivity property will
influence the routing policy and communication GoS. We develop a mathematical model to
deal with sequential routing problem in order to minimize total call-blocking rate in the

system.

The system parameters are: (1) candidate set of O-D pairs, (2) candidate paths for each
O-D pair, (3) the mean arrival rate of new traffic for each O-D pair and (4) the capacity of
each link. The objective function of this formulation is to minimize the total call-blocking rate

of system subject to: (1) single route constraint and (2) sequential routing constraint. We
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assume that (1) al paths for each O-D pair are link digoint, (2) link call-blocking probability
is independent from others, (3) overflow traffic also behaves as Poisson arrival process, (4)
use Erlang-B formula to model virtual circuit system and (5) average traffic load is used to
estimate reatime traffic load. We depict the given parameters in Table 4.1 and the decision

variablesin Table 4.2.

Table 4.1: Given parametersfor sequential routing algorithm

Given Parameters

Notation Description
blocking probability of link | which is a function of traffic demand g, and

E(nl 9 ) link capacity n,

P, the set of paths which can support requirement of OD pair w

L the set of links

S the set of permutations which are integer values

w the set of O-D pairs

e, indicator function which is 1 if link | belongs to path p and O otherwise

g_I upper bound of aggregate traffic for link |

n, capacity assigned for link |

Bu the upper bound of call-blocking probability for each O-D pair

Ay the mean arrival rate of new traffic for each O-D par weW
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Table 4.2: Decision variablesfor sequential routing algorithm

Decision Variables

Notation Description

call-blocking probability for the ith candidate path for we W which belongs
todiscrete set B, e K . ={0,0.01,0.02,..., Bus}

. blocking probability of link | which is referenced by O-D pair w

g aggregate flow on link | (in Erlang)

routing decision variable which is 1 if path pe P, is selected as the sth

" candidate path for we W and 0 otherwise

4.2.2 Program Formulation

Objective function (1P4.1) [52]:

Zpr=min Y, (/IWH Bwsj (IP4.2)
wewW seS
subject to:

D XY eyby, =By vweW,seS (4.1)

peR, leL

E(n.,g,)=b, vweW,se S (4.2)
s-1

> z(zwep, z(xpsl‘[ By D =g, vliel (4.3)

weW peR,, seS k=1

[1B. < 5. YweW (4.4)

seS

DX =1 vweW,seS (4.5)

peR,

ZXPS <1 vYweW,peP, (4.6)

seS

X, =00rl vweW,peP,,seS 4.7)

0< B, <Bus vweW,se S (4.8)

53



Resource Allocation and Management in Wireless Communication Networks

0<b,, <bw vweW,lel. (4.9)

The objective is to minimize the call-blocking rate of total system. Constraint (4.1)

calculates the call-blocking probability. It is reformulated from the original product form of

transmission success probability H(l— xpSH(l— e, E(n, g, ))J =B, to become solvable

peR, leL

formulation. Constraint (4.2) decomposes the call-blocking probability of link | by
introducing one additional notation b,, . Constraint (4.3) calculates the aggregate traffic for
link I. Constraint (4.4) enforces call-blocking probability requirement for each O-D pair.
Constraint (4.5) enforces that exact one candidate route must be selected on each routing
sequence for each O-D pair w. Constraint (4.6) allows the number of candidate path to be

larger than the number of routing selection sequence. Constraint (4.7) enforces the integer

property of the decision variable x,. Constraints (4.8) and (4.9) enforces the feasible regions

of call-blocking probability B, and b, .

4.3 Solution Procedure

The sequential routing problem is a combinatorial integer-programming problem with
highly non-convexity product form. In general, this problem is NP-complete [1]. The

following lemma specifies the deduction of NP-complete property.

Lemma4.1: thiskind of sequential routing problemsis NP-complete
Proof:

Because there are several zero-one decision variables in the inequality constraints of the
sequential routing problems (1P4.1), this problem can reduce to one kind of 0-1 integer
programming problem. As we know that 0-1 integer programming problem is

NP-complete [1], the kind of sequential routing problemsis NP-complete. |
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We do not expect to develop an optimal algorithm for large-scale problems. Instead, an
efficient Lagrangean-based algorithm, which has been successfully adopted to solve many

famous NP-complete problems [16], is developed in this section.

4.3.1 Lagrangean Relaxation Method

By using the Lagrangean Relaxation method [15], we relax two complicate constraints.
Oneis non-linear programming problem, which is Constraint (4.2), and the other is signomial
problem, which is Constraint (4.3) [62]. After dualizing these complicating constraints, we
can construct the following Lagrangean relaxation problem (LR4.1):

Objective function (LR4.1):

ZLRl(lu\:}vl ’Mz) =min Z (lwll Bws) + ZZ/J\}\A (E(n| ,0,) — by )

wew weW leL

s-1
+Z,u|2(z Z(zwep, z(xm]‘[ Bka— g,J (LR4.1)
leL weW peR,, seS k=1
subject to: (4.1), (4.4), (4.5), (4.6), (4.7), (4.8) and (4.9).

In this formulation, u,,x/ are Lagrange multipliers. To solve this problem, we can

decompose (LR4.1) into the following two independent and solvable optimization

subproblems.

Subproblem (SUB4.1): (related with decision variables B,,, x,, and b, )

ps

Objective function:

7o = min z(zwn Bwsj Y Y kb, + T Y ZZ(,uflwep, po Bwkj (SUBA4.1)

weW seS weW el weW leL peR,seS

subject to: (4.1), (4.4), (4.5), (4.6), (4.7) and
B,. <B,, <Bus vweW,seS,B,. eK,, (4.10)

b, <b, <bw vweW,lel. (411

55




Resource Allocation and Management in Wireless Communication Networks

Because multiplier x* may be positive or negative, this formulation is a signomia

geometric programming problem, which is more complex and difficult than polynomial

programming one [3][5]. To deal with this problem efficiently, we constrain decision variable
B, to a discrete limited set K, ={B,. B, +0.01B,+0.02.., Bws—001Buw} by
introducing an derived Constraint (4.10) from Constraint (4.8) where notations B, and

Buws are a sensible lower bound and an upper bound. According to experience, the upper
bound Bus is determined by (1) an artificial threshold: limit the blocking probability to a
sensible upper bound of blocking probability (i.e. 20%) or (2) a worst-case value: calculate
the worst-case blocking probability by routing all of the traffic to all of the candidate paths.
The lower bound B,. can be determined by only routing the traffic of this O-D pair to

candidate path.

With regard to the discrete property of B,

ts?

we can exhaustively search for all possible

valuesof B, for each permutation s. Therefore, decision variable b,, can be determined by
multiplier 4z, if link | is not one candidate link of O-D pair w. To improve the solution

quality, we introduce an derived Constraint (4.11) from Constraint (4.9) to limit decision

variable b,, in sensible region. We can describe this situation by

bu, if > > e, =0and p, >0

b _ peR,leL

"l by, i Y. De,=0and p, <0

peR,leL

If link | may be one candidate link of O-D pair, i.e. ZZepl =1, we can determine its

peR,leL

value by maximizing Y uyb,, subject to > x> eyb, =B,,. We can decompose this

leL peR, leL
problem into W] independent subproblems, denoted as (SUB4.1w) and formulate as follows.

Objective function (SUB4.1w):

ZSUBlw = minﬂ’wH Bws - Z:u\}vl bwI + Z ZZ(ﬂlzﬂ“wepl Xpsﬁ Bij VWEW (SUB41W)
k=1

seS leL leL peR,seS
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subject to: (4.1), (4.4), (4.5), (4.6), (4.7), (4.10) and (4.11).

We can solve each subproblem with the following steps.

Step 1. Initialize variable minvValue=MAX_VALUE.

Step 2. Select one kind of candidate path sequences, assign the associate decision

variable tempX  to equal one and zero otherwise.

Step 3. Select one feasible set of blocking probability values, which satisfies the feasible

region defined by Constraint (4.10), and assign to temporary set tempSetB for

each permutation se S.

Step 4. For each link |, we assign temp_b, to egua bw if Y >e, =0 and

peR,leL

Wy =0. If > >'e, =0 and p, <0, we assign temp_b, to equa b, .

peR,leL

Otherwise, try to maximize )’ sab, when al of this kind temp_hb,, satisfy

leL
D XD by, =B

peR, leL

Step 5. Under this certain routing sequence tempX . and blocking probability set
tempSetB, calculate the objective value of (SUB4.1w). If tempMin is smaller

b

wl

than minValue, we assign x B, ahd minValue to equal tempX

ps’ ps’

temp_Db,,, tempB,, and tempMin, respectively.

Step 6. Go to Step 3 to exhaustively search other possible set tempSetB. If there is not
any blocking probability case, go to Step 2 to exhaustively search other routing

sequences.
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Subproblem (SUB4.2): (related with decision variable g,)

Zgyp2 =MiN ZZ/J\}\A E(n,g,)- Zﬂ|zg| (SUB4.2)
weW el leL
subject to
O0<g, S§| Vliel. (4.12)

We add a redundant Constraint (4.12) to improve the solution quality. We decompose this
problem into |L| independent sub-problems, denoted as (SUB4.2l) and formulate as follows.

Objective function (SUB4.2l):
Zgygy =Min— ,u|29| +E(n,, gl)zlu\}vi

weW
subject to (4.12).
Because ¢, is a given parameter, the call-blocking probability function E(n,,g,) isa

well-known Erlang-B formula that is a convex function of decision variable g, . If multiple

> 1y 20, problem Zg ., becomes a convex function. To minimize objective value, the
wewW

optimal g, can be found by using line search technique (e.g. golden section method).

Otherwise, if multiple > i, <0, problem Zg,,, becomes a concave function and the
weW

optimal solution will be either g, =0 or g, =§,. The upper bound §| can be determined

by function E(nI : gl):Bwl where bw is an artificial probability threshold for O-D pair w

being blocked by its candidate link I.

4.3.2 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem [24], for any u;, and x°,

Zpy =MaxZ, o (1, 17) is a lower bound of Z,,. The dua problem (D4.1) is then
constructed to calculate the tightest lower bound [21].

58




Dissertation of Chih-Hao Lin
Let a (W|x|L|+|L|)-tuple vector y be a subgradient of problem ZLR:L(:uvleUuIZ)' In

iteration k of the subgradient method, the multiplier vector n:(yvlv,, u,z) isupdated by 7"
_ kK k. k ; ko ; k Zlhpl_zm(”k) h o
= 7°+&y . Thestep size & isdetermined by & =g ———2""** where Z,, isthe

primal objective function value from a heuristic (an upper bound of Z,,) and ¢ is a

constant between zero and two [25][30].

4.3.3 Getting Primal Feasible Solutions

When we use Lagrange relaxation method to solve the problem, we not only get a
theoretical lower bound but also get some hints in the process of solving dual problem
iteratively [58]. These hints are helpful to get prima feasible solutions. Owing to the
complexity of the primal problem, we propose a LR-based algorithm in this section and

denote as LR-based Algorithm.

B LR-based Algorithm

In this approach, we adopt the coefficient of decision variable x in LR dua problem

a a hint to initidize routing decisons. We denote the coefficient as

s-1
Coef (X,s) = /IWH B« xZ(,u,zep, ) To minimize the objective value, we arrange X, for
k=1

leL

each O-D pair in descending order of Coef (x,;) asour initial routing sequence. To tune the

routing decision to a better result, we also develop a drop-and-add procedure. We specify the

detail in the follows.

Step 1. Arrange all O-D pairs in descending order of the value of coefficient Coef (X ) -

We adopt this O-D pair order as our initial routing policy.
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Step 2. Sequentially route the associated traffic into the corresponding path. Then

calculate the call-blocking probability.

Step 3. Arrange O-D pairsin descending order of its objective value iWH Bus -

seS

Step 4. Choose the maximum objective value O-D pair as our tuning target and run
drop-and-add procedure to exhaustively search al of its possible routing

sequence. Then output the best objective value of this routing sequence result.

Step 5. Go to Step 2 to select next target O-D pair and exhaustively search al of its

candidate routing sequence again. If all O-D pairs have been tried, go to Step 6.

Step 6. Record the decision of Step 5 as our routing policy and finish this algorithm.

4.4 Computational Experiments

4.41 TheProposed Primal Heuristics

For comparison purpose, we develop four primal heuristics to solve the same problems.
We apply Dijkstra algorithm to find the first s shortest paths for each O-D pair as our

candidate path set [6]. We develop four intuitive primal heuristics:

(1) Minimum-matrix approach (MM): directly adopts the sequence of path length as our

routing sequence to calculate the total call-blocking rate;

(2) Shortest-random approach (SR): adopt the shortest path as our first routing sequence and

randomly select the second and third routing decision for each iteration;

(3) Full-random approach (FR): all of the routing sequences are randomly selected from

candidate path set;
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(4) Exhaustive-one approach (EO): adopt the same drop-and-add procedure in LR-based
Algorithm to find maximum objective value of O-D pair as our target one and exhaust its

possible routing sequence.

4.4.2 TheDR5Algorithm

Denardo and Park have investigated a class of routing schemes ranging from sequential
attempts over a set of paths to a state-dependent choice of the ‘best’ path, when such
state-dependent information is available [43]. Proceeding from a Markov-decision
formulation of the routing problem, they have derived a formulafor the expected value of the
state-dependent link ‘cost’, which represents the conditional expected value of the increase in
the number of calls blocked on the link. Thus, their formula gives the average penalty due to

the use of the link under equilibrium conditions.

Cost, = E(n, ,g,)x(l_E?—r']g)—glj

The penalty of amulti-link route is the sum of the penalties of the individual links. The cost of

attempting a path in sequence sis given by

Cost,s =(1-B,g)x D X, > e, Cost,

peR, leL

The expected cost of attempting a sequence routes is given by

Cost,, = Z(ﬁ B, jCostWS

seS \ k=1
The updated state-information is then used to define the routing sequence for each O-D

pair for the next five minutes, according to this iterative al gorithm. We denote this DR5-based

Markov-decision algorithm as MD and describe in the follows [43]:

Step 1. The average occupancy of each link over the previous interval is used to evaluate
its current ‘cost’ and thus the costs of all potentia paths for the traffic of each

O-D pair are determined.
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Step 2. Iterative reroute the O-D pair with maximum expected cost to its candidate paths

in ascending order of path cost.

4.4.3 Lagrange Relaxation Based Algorithm

We deal with this sequential routing problem by solving the LR dual problem to find the
lower bound and adopt the LR-based approach as our LR-based algorithm to find the upper

bound of this problem. We describe the detail of L R-based algorithm as follows.

Step 1.Read network file to construct links, capacity and nodes.

Step 2.Randomly generate required number of O-D pairs. Apply Dijkstra’'s algorithm to
find s candidate paths and traffic load. Input the maximum iterations and assign

L agrange relaxation improvement counter to equal 40.

Step 3.According to given multipliers, optimally solve the LR subproblems of SUB1
and SUB2 to get the value of Zp.

Step 4.According to the LR-based approach, LR-based Algorithm, get primal feasible

solutions. We denote the result as LR. The objective value is denoted as Z;p.

Step 5.1f Zp islarger than Zp*, we assign Zp* to equal Zp as our best lower bound. If Zp
is smaller than Zp*, we assign Zp* to equa Zp as our best upper bound.

Otherwise, we minus one from the improvement counter.

Step 6.Adopt subgradient method to calculate the subgradient vector and determine the
step sizein order to adjust Lagrange relaxation multipliers.

Step 7.Increase iteration counter by one. If interaction counter is over threshold of
system or the solution procedure is converged, stop this program and Zp* is our

best feasible solution. Otherwise, go to Step 3 to repeat the next iteration.

4.4.4 EXperiment Scenarios

In the computational experiments, we test the proposed agorithms for efficiency and

effectiveness. The test network is the GTE network, which contains 12 nodes with 50 directed
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links and is depicted in Figure 4.1. We randomly generate 50 O-D pairs and apply Dijkstra's
algorithm to find the first three minimum-hop paths for each O-D pair. Two average traffic
loads of each O-D pair are tested in the experiments, which are 20 Erlangs for light traffic
load and 22.5 Erlangs for heavy load. The capacity of each link is 100 trunks in the network.
Under an average traffic load environment, we randomly generate four test scenarios with

different distributions of 50 O-D pairs, denoted as Run 1 to 4.

=

Figure4.1: The GTE network

445 Experiment Results

We depict the experiment results of the light traffic load scenarios in Table 4.3 and 4.4
and the results of the heavy traffic load scenarios in Table 4.5 and 4.6. In these experiments,
we apply the mentioned four primal heuristics, the MD algorithm and the proposed L R-based
algorithm on Run 1 to 4. The one routing sequence case (S=1) is not necessary because only
the shortest path can be chose for each O-D pair. In Table 4.3 and Table 4.5, we depict the
results of five primal heuristics, MM, SR, FR, EO and MD. We can observe that the results of
EO or MD aways achieve better result than others. We can observe that the total system
performances of multiple-connectivity cases are greater than that of single connectivity cases.
In Table 4.4 and Table 4.6, the proposed LR can achieve better system performance than the

four primal heuristics. Specifically, athough the MD isthe best primal approach, the proposed
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LR-based agorithm LR can achieve 99.99 % and 99.45% improvement from the results of the

light load and the heavy load cases respectively.

Table 4.3: Experiment resultsof light traffic load cases by using primal heuristics

in the GTE network

RS

Run

MM

R

FR

MD

EO

Best

20/ 2

1.5579e-002

1.5579e-002

1.1671e-005

1.5579e-002

2.0062e-003

2.0062e-003

20|12

2.4317e-001

2.4317e-001

3.1933e-003

2.4317e-001

5.2602e-003

5.2602e-003

20| 2

4.7114e-007

4.7114e-007

3.5901e-007

2.7284e-007

1.0327e-007

1.0327e-007

20|12

1.5234e-007

1.5234e-007

5.0296e-007

1.5234e-007

1.4957e-007

1.4957e-007

20/ 3

1.9211e-007

5.6989e-009

1.0248e-007

1.4449e-009

7.7259e-015

7.7259e-015

20|13

2.7428e-007

2.5818e-008

3.7226e-005

4.0736e-010

9.5396e-009

4.0736e-010

20|13

6.1712e-014

6.1712e-014

2.9146e-009

1.1024e-015

1.3498e-015

1.1024e-015

20/ 3

3.163%-014

3.0002e-014

6.9985e-008

2.3584e-017

1.3055e-015

2.3584e-017

Table 4.4: Light traffic loadsfor the GTE network using LR approach

Run

Lower Bound

Gap

Best

LR

Improvement

Time

20

4.3783e-007

145.95%

2.0062e-003

1.0768e-006

99.95%

0.162

20

3.8907e-007

140.51%

5.2602e-003

9.3573e-007

99.98%

0.159

20

1.7120e-012

3175.09%

1.0327e-007

5.6070e-011

99.95%

0.175

20

2.2547e-011

667.46%

1.4957e-007

1.7304e-010

99.88%

0.172

20

2.9080e-016

156.77%

7.7259e-015

7.4669e-016

90.34%

4.77

20

7.1399e-013

100.00%

4.0736e-010

1.4280e-012

99.65%

4.79

20

4.9851e-017

100.00%

1.1024e-015

9.9703e-017

90.96%

4.92

20

5.5041e-019

100.00%

2.3584e-017

1.1008e-018

95.33%

4.92
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Table 4.5: Experiment results of heavy traffic load cases by using primal heuristics

in the GTE network

Aw | S|Run MM R FR MD EO Best
2252 1 |3.4390e-001|3.4390e-001|1.2799e-002| 3.4390e-001 |1.1958e-001 | 1.1958e-001
22.5|2| 2 |1.0175e-003|1.0175e-003|3.6781e-004| 7.4885e-006 |8.1303e-005| 7.4885e-006
22.52] 3 |3.6586e-004(3.6586e-004|1.1771e-004| 2.5067e-004 | 7.2006e-005| 7.2006e-005
22.5)2| 4 19.9639e-005(9.9639e-005|2.0692e-004 9.9639e-005 |9.0077e-005( 9.0077e-005
2253 1 |7.9638e-004(9.2151e-006|1.6411e-003| 1.0068e-005 [2.4211e-009| 2.4211e-009
22.5/3| 2 |5.1314e-009|3.5635e-009|1.2421e-004|5.8378e-012 |9.6663e-012| 5.8378e-012
22.5/3| 3 |7.2319e-007|7.2299e-007|6.0125e-004| 5.8560e-011 |5.2868e-013| 5.2868e-013
22.5(3| 4 |2.7805e-009(2.7791e-009|7.6242e-005| 2.8222e-011 |4.2929e-012| 4.2929e-012

Table 4.6: Heavy traffic loadsfor the GTE network using LR approach

Aw Run| Lower Bound| Gap Best LR Improvement | Time
225 1 | 2.4447e-004 | 136.63% | 1.1958e-001 | 5.7849e-004 99.52% | 0.160
225 2 | 8.8340e-008 | 647.89% | 7.4885e-006 | 6.6068e-007 91.17% | 0.165
225 3 | 8.8001e-008 [1051.87%)| 7.2006e-005 | 1.0137e-006 98.59% | 0.176
225 4 | 3.0805e-007 | 263.50% | 9.0077e-005 | 1.1197e-006 98.76% | 0.166
225 1 | 1.1323e-010 | 100.00% | 2.4211e-009 | 2.2646e-010 90.65% 5.08
225 2 | 2.0602e-013 | 283.47% | 5.8378e-012 | 7.9003e-013 86.47% 4.96
225 3 | 6.1958e-014 | 100.00% | 5.2868e-013 | 1.2392e-013 76.56% 5.04
225 4 | 1.5924e-013 | 100.00% | 4.2929e-012 | 3.1848e-013 92.58% 5.15
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4.4.6 Computational Time

All the experiments are performed on a Pentium IV 2.0 GB PC with 1 GB DRAM
running Microsoft Windows 2000 Server. The program is implemented by pure C language.
Each run is initially performed 1000 iterations to get the best solution. For convergence
experiment, we perform 2000 iterations on the test scenario and each experiment only takes
about 1500 iterations to converge on the average when the improvement counter is initiated

by 40. The computing times per iteration are listed in the last column of Table 4.4 and 4.6.

4.5 Concluding Remarks

To achieve long-term performance optimization, centralized resource allocation and
routing arrangement are critical mechanisms for complicate communication systems. In this
chapter, we study the key issues of sequential homing problem for multiple-connectivity

wireless communication networks about the trade-off between QoS and system performance.

For generalization purpose, we formulate the sequential homing problem as a sequential
routing algorithm. Under the assumption of given periodical average traffic demands and
candidate routes for each O-D pair, the purpose is to decide realtime connection-setup
sequence for reliable multiple-connectivity communication networks. We formulate this
algorithm as a combinatorial optimization problem, where the objective function is to

minimize the average call-blocking rate in the system.

The emphasis of this work is to develop a centralized sequential homing policy for
well-designed multiple-connectivity communication networks. That is, we successfully apply
this algorithm as one of our kernels for resource alocation and management in reliable
wireless networks. We decide the routing sequence for each O-D pair to optimize system
performance by predicting aggregated traffic of each link and blocking probability of each

O-D pair. The routing information can be used to combine with admission control, resource
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alocation, connection setup and QoS assurance. Because this problem is NP-complete, we
apply two efficient Lagrangean-based algorithms to solve large-scale problems. In these
computational experiments, the proposed Lagrangean-based algorithms achieved up to
99.98% improvement of the total call-blocking rate from the four proposed primal heuristics

and the Markov-decision algorithm.
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5.  Network Planning Module

In this chapter, we identify network-planning issues for channelized wireless
communication networks. Due to the time variance and unstable properties of wireless
communications, customized multiple connectivity wireless networks are necessary for many
kinds of high-reliability communications [68]. By introducing generic communication QoS
assurance and concurrently sequential homing mechanisms, we can design a realistic and

reliable wirel ess network.

We formulate this problem as a combinatorial optimization algorithm to design a generic
wireless system, which is a multiple-sectorization, power controllable, customized
multiple-connectivity and communication QoS assurance network. We integrate long-term
channel assignment and sequential homing mechanisms to ensure communication GoS and
improve spectrum utilization. The objective function of this formulation is to minimize total
cost of network system subject to configuration, capacity, connectivity, sequential homing,
QoS and GoS constraints. The solution approach is Lagrangean relaxation. In the
computational experiments, our proposed algorithm can achieve up to 36.56% improvement

of thetotal cost of network design problems.
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5.1 Introduction

Cdlular systems are generally recognized as spectrum-efficient by increasing the
frequency allocation, sectorizing the cells and resizing the sectors [49]. In this chapter, we
adopt several resource alocation mechanisms such as channel assignment, power control and
BS configuration design to optimize total wireless system costs. For modeling generic
architecture of realistic networks, we allow each BS to be constructed by any number of

sectors, whose radians and transmission powers can be adjusted as needed [54].

Efficient interference management aims at achieving acceptable CIR in all active
communication links and optimizing the system capacity. We accumulate CCl, ACI and NCI
as total interference and consider the radio propagation characteristic to ensure
communication QoS [24] [63]. Furthermore, in order to ensure GoS and support real-time
admission control, we develop a location-based sequential homing mechanism to provide

multiple-connectivity requirement for each MT [34][57].

We formulate the wireless network design problem as a combinatorial optimization
problem, where the objective function is to minimize total cost of system subject to
configuration, capacity, connectivity, sequential homing, QoS and GoS constraints. To the
best of our knowledge, the proposed algorithm is the first attempt to consider the problem
with whole factors jointly and formulate it rigorously. This kind of problems is by nature
highly complicated and NP-complete. Thus, we apply the Lagrangean relaxation approach

and the subgradient method to solve this problem.

The rest of this chapter is organized as follows. Section 5.2 provides the problem
description and mathematical formulation. In Section 5.3, we adopt Lagrangean relaxation as

our solution approach. In Section 5.4, we develop several agorithms to get feasible solutions.

70



Dissertation of Chih-Hao Lin

Section 5.5 is our computational experiments. Finally, we conclude this problem in Section

5.6.

5.2 Reliable Wireless Network Design Problem

5.2.1 Problem Description

We develop a mathematical model to discuss an integrated wireless communication
network design problem, consisting of BS installation, sectorization, capacity allocation,
channel assignment, power control and sequential routing problems. We study how
multi-configuration sectorization, generic channel interference and terrain-based radio
propagation will influence the performance of cellular system. Furthermore, we consider the
effects of multiple-connectivity and sequentia routing properties to enhance reliability of

cellular networks.

We develop a network design model to deal with BS installation, capacity alocation,
channel assignment, power control and sequential routing problems. In order to satisfy the
QoS level of requirement for each user in the network, we can adjust the
configuration/sectorization of each BS, channel assignment policy, power level of each sector
and sequential homing policy of each MT to increase resource efficiency. We depict the given
parameters in Table 5.1 and the decision variables in Table 5.2. The given parameters are
divided into six parts:

(1) BS information: candidate BS locations, available configuration types, capacity

limitations and downlink power levels;
(2) MT information: traffic demand, connectivity requirement and location;

(3) System parameters. CIR requirement, recelver sensbility, voice activity and

call-blocking rate;
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(4) Resource properties. number of available channels and NFD ratio;
(5) Cost functions: channel license, antenna capacity and BS sectorization cost;
(6) Propagation environments:. topographical and morphographical data.

Table5.1: Notation descriptionsfor given parameters

Notation Description

A, the sector set of configuration me M

Bis upper bound of call-blocking probability for MT t on permutation s

C the set of BSsin the system

E( ) blocking probability function for Sector a of BS j, whichisaErlang-B
n'a’ g ja
o formula of traffic demand and available number of channels.

F the set of available channdls

G an arbitrarily large number for Sector aof BS|

¢ connectivity requirement of MT t to connect with K; candidate homes

ia path loss ratio of radio propagation from Sector (j,a) toMT t

M the set of al kinds of sectorization types

N total number of available channels

S the set of permutation for MT t which isinteger valueand S ={L2,...,K, }

T the set of MTs

Oia upper bound of aggregate traffic for Sector a of BSj

Nia upper bound of channel number for Sector a of BS |

Pia upper bound of transmission power of Sector a of BSj

B required GoS of MT t
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v required CIR constraint
o) NFD ratio which isformed as a function of the channel separation normalized
to the bit-rate
A the mean traffic arrival rate of MT teT (in Erlang)
0 receiver sensitivity of each MT (in Weatt)
A cost of BS with configuration type m
Ac (n a ) capacity cost function of equipmentsto assign n;, number of channels
Ar spectrum frequency license fee
Table 5.2: Notation descriptionsfor decision variables
Notation Description
cal-blocking probability for the s" candidate homing policy for t which
S belongsto discreteset B € K, ={0,0.01,0.02,..., Bis}
by blocking probability of Sector aon BS | whichisreferenced by MT t
Cim sectorizationtype m for BS j
f, licensed channel
Jia aggregate flow on Sector a onBS j €C (in Erlang)
decision function which is 1 if MT t can be served by Sector a of BSj and
s 0 otherwise
Ny number of channels assigned to Sector a of BS |
Pia effective isotropic radiated power (EIRP) of Sector a onBS | (in Watt)
homing decision variable which is 1 if Sector a of BS | isselected asthe
s s" candidate path of MT tand O otherwise
Yiia decision variable for channel assignment for Sector ( | ,a) about Channel i
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5.2.2 Problem Formulation

The objective of this formulation isto minimize the total cost of wireless communication
network subject to: (1) capacity and configuration constraints of each BS, (2) generic channel
interference and QoS constraints, (3) connectivity and sequential homing constraints and (4)
call-blocking probability and receiver sensibility constraints for each MT. We develop several
algorithms to determine total number of channels required, configuration/sectorization of each
BS, transmission power of each sector, channel assignment plan of system, candidate homes
of each MT, sequential homing policy and average call-blocking probability under

k-connectivity constraints.

Objective function (1P5.1):

Zp=min)_ ZAmcjm+ZZZAC(nja)+ZAFfi (IP5.1)

jeC meM jeC meMaeA, ieF
subject to:
[1B.<5 VteT (5.1)
s<§
DD Xyasbya =By VteT,seS (5.2)
jeC meMaeA,
E(N,,9,.) =Dbya VteT,jeC,meM,ac A, (5.3
s-1

Zﬂtz(xqasl‘[stk}gja VjeC,meM,ac A, (5.4)
teT se§ k=1

Pja

Zg;.(yija + ktja)+ (2_ Yija — ktjabja
y < ta VteT,ieF,jeC,meM,acA, (5.5)
p"a‘ .y
DI ( Y YOl - |)J
j'eCH j} meM a'eA,, ¢tj ‘a' i'eF
Kjad < ;"a VteT,jeC,meM,acA, (5.6)
tja

DD X =1 VteT,seS, (5.7)
jeC meMaeA,

74



Dissertation of Chih-Hao Lin

D Xjas < K VteT,jeC,meM,acA, (5.8)
se§

2.2 > k2K, VieT (5.9)
jeCmeMacA,

Zyija =n, VieC,meM,aecA, (5.10)
ieF

Z(yija + y(i+1)ja)£1 VieF,jeC,meM (5.12)
acA,

> f <N (5.12)
ieF

Yia < i VieF,jeC,meM,ac A, (5.13)
Pia S PiaX Y. Vi VieC.meM,acA, (514

ieF

Yia < Cjm VieF,jeC,meM,acA, (5.15)
Kja < Cjm VteT,jeC,meM,ac A, (5.16)
chmzl VjieC (5.17)
meM

Cim=00rl VieCmeM (5.18)
Yia =00r1 VieF,jeC,meM,acA, (5.19)
Xjos =00r1 VteT,seS,jeC,meM,ac A, (5.20)
ktjazoorl VteT,jeC,meM,ac A, (5.21)
f,=0o0r1 VieF (5.22)
Yinepja =0 VieF,jeC,meM,ac A, (5.23)
0<p, <P, VieC,meM,aeA,  (5.24)
0<n, <nj VieC,meM,acA,. (525

The objective function is to minimize the total cost of wireless communication networks, such
as costs of (1) fixed installation cost of BSs, (2) capacity equipment cost and (3) the
spectrum-licensing fee. These items are the major costs involved in configuring a cellular
network. Constraint (5.1) is the acceptable upper bound of call-blocking probability
requirement of each MT. Constraint (5.2) is for calculating the call-blocking probability of

MT t on the permutation s. Constraint (5.3) decomposes the call-blocking probability of
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Sector j by introducing one additional notation by, . Constraint (5.4) caculates the

aggregate traffic for Sector j € C under sequentia routing effect. Constraint (5.5) ensures
the CIR constraint for each MT’s location. Constraint (5.6) ensures that the received power
level is greater than the receiver sensitivity. Constraint (5.7) ensures that one candidate home
must be selected on each sequence s for each MT. Constraint (5.8) enforces that sequence
homes are selected from candidate homes of each MT. Constraint (5.9) enforces the
connectivity constraint of MT. Constraint (5.10) calculates the total capacity of channels for
each sector. Constraint (5.11) enforce that the adjacent channels should not be assigned to the
same BS. Constraints (5.12) and (5.13) ensure that the number of the assigned channelsisless
than the total channels. Constraint (5.14) ensures that transmission power can be larger than
zero only if we have assigned some channels on this sector. Constraint (5.15) ensures that
channel can be assigned to this sector only if this configuration is used on BS j. Constraint
(5.16) ensures that MT can be homed to this sector only if this configuration is used on BSj.

Congtraint (5.17) enforces that only one sectorization type can be selected for each BS.

Constraints (5.18) to (5.22) enforce the integer property of the decision variables ¢, V.,
Xjas) Kyjo and f, respectively. Constraint (5.23) limits that the boundary variable is not

used. Constraints (5.24) and (5.25) enforce the feasible regionsof p,, and n,,.

5.3 Solution Procedure

The network-planning problem is an integer-programming problem with highly
non-convexity form. In general, this problem is NP-complete [27]. The following lemma

specifies the deduction of NP-complete property.
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Lemma5.1: thiskind of network-planning problemsis NP-complete
Proof:

By adopting problem reduction technique of NP-completeness, the network-planning

problem (IP5.1) can be reduced as a generalized channel assignment problem by fixing
al decision variables except channel assignment variable y;, as given parameters. As
we know that a generalized graph-coloring problem is proved a NP-complete problem

[27], the problem (IP5.1) is one kind of generalized graph-coloring problems. That is, the

kind of network-planning problems is NP-complete.

5.3.1 Lagrangean Relaxation Method

In the 1970s [15], Lagrangean methods were used in scheduling and the genera integer
programming problems. Lagrangean relaxation could provide the proper solutions for those
problems. In fact, it had become one of the best tools for optimization problems such as
integer programming, linear programming combinatorial optimization and non-linear
programming [16]. Lagrangean relaxation has severa advantages. For example, Lagrangean
relaxation can decompose mathematical models in many different ways and solve by severd

solution approaches [15][24].

We apply the Lagrange relaxation approach and the subgradient method to solve this
problem. Lagrangean relaxation allows us to find out the boundary of our objective function
[15]. We can use it to develop efficient heuristics (i.e., algorithms that give solutions that are
not guaranteed to be optimal) for getting feasible solutions. Lagrangean relaxation is a
flexible solution approach that allows modelers to exploit the underlying structure in any
optimization problem by relaxing complicating constraints. This method allows us to “pull

apart” models by removing constraints and placing them in the objective function with
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associated Lagrangean multipliers [24]. The optimal vaue of the relaxed problem is aways a
lower bound (for minimization problems) on the objective function value of the problem [15].
To obtain the best lower bound, we need to choose the values of multipliers so that the
optimal value of the Lagrangean sub-problem is as large as possible. We can solve the
Lagrangean multiplier problem in a variety of ways [21][87]. The subgradient optimization
technique is possibly the most popular technique for solving the Lagrangean multipliers

problem [25][30].

By using the Lagrangean Relaxation method [15], we can transform the primal problem
(IP1) into the following Lagrangean relaxation problem (LR1) where Constraints (5.3), (5.4),

(5.5), (5.8), (5.9), (5.10), (5.11) and (5.13) are relaxed.

For a vector of Lagrangean multipliers, a Lagrangean relaxation problem of (IP5.1) is
given by optimization problem (LR5.1):
Z (e 1 e s M+ 15 1 o+ B e ) =

mn > > cpAn+D D> D AM)+ D AL,

jeC meM jeC meM ac A, ieF

+zzzzﬂ;m<E<n,-a,g,-a>—n,-a>+zzzufm(mzwmﬁstu—gm]

jeC meMaeA,, teT jeCmeMaeA, teT  se§ k=1

o zzzus,-m{ ol L] —i'|)D

jeC meMaeA,ieF teT j'eC— j} m'eM a'eA,, ¢tj‘a' i‘eF
Y

92022 >yCH D IS (35 ) )y

teT jeC meMaeA, teT jeCmeMaeA,

)N CE RIS

jeC meMacAieF teT

DNIPITELWELNES ) JEAD VRN

jeC meMaeA,, ieF ieF jeC meM achA,

+ ZZ Z Zlui?rna(yija - fi ) (LRS.D)

icF jeCmeMaecA,

subject to: (5.1), (5.2), (5.6), (5.7), (5.12), (5.14), (5.15), (5.16), (5.17), (5.18), (5.19), (5.20),
(5.21), (5.22), (5.23), (5.24) and (5.25).
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; ; 1 2 3 4 5 6 7 8
In this formulation,  frym s £ s Hiima + Hma s Mo Hojma s Mijm s Mijma. - &€ LEGraNge

multipliers and 45, o, Hiwas £+ i Mijma = O @€ NON-negative integers. To solve (LR5.1), we

can decompose it into the following four independent solvable optimization sub-problems and
develop several agorithms to optimally solve them in order to determine configuration of
each BS, transmission power of each sector, channel assignment plan of system, sequential
homing policy of each MT and average call-blocking rate under multiple-connectivity

constraints.

Subproblem (SUBS.1): (related with decision variables B, by, and x,)

SIEL5% %253 30N § CRVTITS 3535 39 N

teT seS jeCmeMacA, teT jeC meM acA,

(SUB5.1)

subject to: (5.1), (5.2), (5.7), (5.20) and
D Xjas <1 VteT,jeC,meM,acA, (5.26)
B <B;< Bss VteT,se S, B, e K, (5.27)
0<h._<1 VteT,jeC,meM,acA,. (5.28)

tja —

Because multiplier ,uf,m is not required to be positive, this formulation is a sgnomial

geometric programming problem, which is more complex and difficult than polynomial

programming one [74]. To deal with this problem efficiency, we limit variable B, to a
discrete set K, ={B,, B, +0.01, B, +0.02,..., Bs—0.01, Bs} by introducing an Constraint
(5.27) where notations B, and Bs are a sensible lower bound and upper bound.
Considering the discrete property of B, we can exhaustively search for all possible values of
B.. According to experience, the upper bound B is determined by (1) an artificia
threshold: limiting the blocking probability to a sensible upper bound of blocking probability

(i.e. 20%) or (2) aworst-case value: calculating the worst-case blocking probability by routing
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all users traffic to all candidate homes. The lower bound B, can be determined by only

routing the traffic of thisMT to candidate home.

Without loss generality, we introduce Constraint (5.26) that is implied from Constraints
(5.8) and (5.21) to keep physical meaning of decision variable X;,,. Considering the discrete
property of B, we exhaustively search for all possible values of B,. To improve the

solution quality, we introduce an additional Constraint (5.28) to limit decision variable by,

in feasible region. Therefore, we can decompose this problem into [T| independent

sub-problems. Each subproblem solves the following problem (SUB5.1t),

s-1
Zggy = Min Z Z z Z thas(ﬂjzma/ltH By + :ut?maj_ Z Z z lut::'.mabtja
k=1

seS; jeC meM ac A, jeC meM ae A,
subject to: (5.1), (5.2), (5.7), (5.20), (5.26), (5.27) and (5.28).

s-1
We define Coef (X, ) = i A J ] tempB y + tfn + Lima (btja1 — tempB tS) as the
k=1
coefficientsof  x,,. Decision variable by, can be determined by the following
L if D X =0and py,, >0
5

b,=1 0O, ifzs;xtjaszo and 1, <0
B, if ) X0 =1
<5

where the assignment purpose is to minimize the objective value under a given combinatorial
situation of X;,, and By. In order to minimize this subproblem, we assign the |S| number

of smallest Coef(x,) of X, to equa one That is, we use |§| number of

s 1 fi 20

s-1
2 4 1 - .
H e A |k=|l Bu + Hym — Hym B 0 subgtitute the responded { 0, if 4, <0 in
order to minimize the objective value of this subproblem. We develop the following steps to

solve this subproblem.

Step 1. Initialize variable minvValue=MAX_VALUE.

Step 2. Select one feasible set of blocking probability values, which satisfies the feasible
region defined by Constraints (5.1) and (5.27), and assign to temporary set
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tempSetB for each permutation se S ={12,...,K,}. Let passedSector ={} and

remainingSector = {all pairsof (BSd, Sectorld)} .

Step 3. Under a certain call-blocking probability set, we arrange the homing decision

variable tempX,,, inascending order of its coefficient value Coef (x,s) -

Step 4. For each permutation se S ={12,..,K}, we assign the smallest tempX,, to

equal 1 if Sector (j,a,) belongs to set remainingSector . To satisfy Constraints
(5.7) and (5.26), we remove this sector (j,a,) from set remainingSector and

insert it into the other set  passedSector .

Step 5. For each sector (j,a,), we assign temp_b, to equa tempB, if Sector

(j,a) belongsto set passedSector . We assign temp_b;, to equal 1 if :utjzma >0
and O otherwise.

Step 6. Under this certain tempSetB, calculate the objective value by tempMin=

s-1
zz Z Z ternpxtjas X(/ujzmaﬁ“tl_[terantk + :ut?maj_ Z Z Z:utﬁma ><ternp_btja ' If
k=1

se§ jeC meMaecA, jeC meMacA,

tempMin is smaller than minvValue, we assign X, by, B, and minvValue to
equal tempX,,, temp_by,, tempB, and tempMin, respectively.

Step 7. Go to Step 2 to exhaustively search other possible power set tempSetB .

Subproblem (SUBS.2): (related with decision variables g;, and n,)
Zsusz = ml nz Z Z (AC (nja) + Z;Ut:;.maE(nja’ gja) - ;ujzmagja B ;ujamanjaj (SU 852)
jeCmeMaeA,, teT

subject to: (5.25) and
Oggjagaja VieC,meM,a, € A. (5.29)
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We add a redundant Constraint (5.29) to improve the solution quality. We decompose this
problem into |C|x|M|x]A| independent sub-problems. Each subproblem solves the following

problem (SUB5.2jma),
Z&JBija = ml nAC (nja) + Z/ut}maE(nja’ gja) - /ujzmagja _:u?manja
tel

subject to: (5.25) and (5.29).

Because decision variable n, is a positive and limited integer, we can exhaustively

search n;, fromzeroto Nja. When give a certain value of n,,, the cal-blocking probability
term E(nja,gja) is a convex function of decision variable g,,. If multiple z,, >0,
problem Zg,q,;., becomes aconvex function. To minimize objective value, the optimal g,
can be found by using line search technique (e.g. golden section method). Otherwise, if
multiple 4, <O, problem Zg.,.., becomes a concave function and the optimal solution

will occur either g, =0 or g,=g,. The upper bound g, can be determined by

function E(ﬁja,gja):Btja where by is an artificial probability threshold for MT t being

blocked by its candidate home.

Subproblem (SUBS.3): (related with decision variables ¢, ky,, p;, ad y;,)

. 1 p'a
Zggs=Min Z ZAijm _zzsztja[ﬂt?r‘r‘a-’_ﬂ?+_(_J_Gja)zlut:isjmaJ

jeC meM jeC meMacA, teT Yy 2¢tja icF

t:igjrnana ja t:igjrna ja 3 -
D i AN

jeC meMacA,jieF teT ¢tja 27/ ¢tja j'’eCH{ j} meM a'eA,, i'eF

+ z Z Z z yija(/‘?ma + /u(7i—1)jm + :uij7m + ﬂi?na) (SUB5.3)

jeC meMaeA,, ieF

subject to: (5.6), (5.14), (5.15), (5.16), (5.17), (5.18), (5.19), (5.21), (5.24) and
Zyijagﬁja VieC,meM,a, e A (5.30)

ieF

,ugij VjieC,meM,a, €A. (5.31)
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Without loss generality, we add an additional Constraint (5.30) to improve quality of
solutions. To aggregate decision variable y;,, we reformulate this subproblem by removing

Congtraint (5.23) and introducing an additional Constraint (5.31).

Constraints (5.17) and (5.18) ensure that there is only one kind of sectorization that can
be deployed for each BS. Furthermore, Constraints (5.14) and (5.15) enforce that only the
sectors belonging to selected configuration type can be assigned channels and transmission

power. Therefore, we decompose this problem into |C| independent subproblems (SUB5.3))

and exhaustively search any kind of configuration c,, for each BS. After a temporary
configuration tempC, is determined, we can decompose the remaining problem into

|C|x|M|x|A| subproblems (SUB5.3jma) as follows.

. 1 p‘a
ZSUBSjr’r‘a = min _Zktja ﬂt?ma—i_ﬂts—i__(_]_eja)Zﬂt?jma
teT 7/ 2¢tja ieF

ieF teT ¢tja 27/ ¢tja j'eCH j} meM a'eA,, i'eF

:i),'maG'a ja ?ma ja P
+zyi,-az(”“7 SR e D WD W I WA ([ |>]
+2 yija(ﬂiema + My + Hijm + ui?ma) (SUBS.3jma)

ieF

subject to: (5.6), (5.14), (5.15), (5.16), (5.19), (5.21), (5.30) and (5.31).
For each Sector (j,a), we can exhaustively search candidate transmission power p,,
from zero to Bja. To determine the remaining decision variables y;, and k,, we denote

the coefficients of k, and vy, as Coef(k,) and Coef(y,,) respectively. Their

definitions  are Coef(kﬂ‘,ﬂ):utj‘ma+,ut5+1 ZF;;a -G)Y Mime  and  Coef(y,,)=
V4 tia ieF

?'rnaG'a ja ?rna .
+Z('ut] J —pj ('u;}/ - Z Z ZZ/ut?‘j‘m‘a‘H(lll_l |)JJ +ﬂ16m +:u(7i—l)jm +/uij7m

teT Y ¢tja j'eCH j} meM a'cA,, i'eF
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+ :ui?ma' Therefore, we can arrange the contribution of each decision variable to minimize
Subproblem (SUB5.3jma).

We can solve this subproblem (SUB5.3jma) with the following steps.

Step 1. Initialize minValue=MAX_VALUE

Step 2. To solve (SUBS.3), we select one type of sectorization configuration for each BS

and assign the correspond variable tempC,, to equal one.

Step 3. To solve (SUB5.3jma), we exhaust search any feasible transmission power level

and assign to temporary variable tempP,, for Sector (j,a).

Step 4. For homing purpose, we calculate Coef (k;,) for each Sector (j,a) and sort

tempK,, in descending order of Coef (k,,) .

tia

Step 5. For minimizing objective value purpose, we assign tempK,, to equal one if

tia
Coef (kj,) >0 and Constraint (5.6) is feasible. Otherwise, we assign tempK

tia

to become zero.

Step 6. For channel assignment purpose, we calculate Coef (yija) for each channel i and

arrange the channelsin ascending order of Coef (yija).

Step 7. For minimizing objective value purpose, we assign tempY;, to one if

Coef (y;,) <0 and ZtempYijagﬁja.Otherwise, weassign tempY, to zero.

4 ija
ieF
Step 8. Calculate the temporary objective value under the power set tempSetP by

tempMin= 3" (tempY,, x Coef(y,.))- 3 (tempK ,, x Coef(k,,)) . If tempMin

ieF teT
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smaller than minvalue, we assign ¢, Ky, P, Y ad minValue to equa
tempC,,,, tempP,, tempY,,, tempK,, and tempMin, respectively.

Step 9. If there is any possible power level that has not been tried, go to Step 3 to

exhaustively search other possible power tempP,, . Otherwise, go to Step 2 to try

other configuration types.

Subproblem (SUB5.4): (related with decision variables f,)

Zgps=min f{AF > Zﬂi?maj (SUB5.4)

ieF jeC meMacA,
subject to: (12), (21) and

E<> f <F. (5.32)

ieF

According to experience, we intend to find the lower bound F and upper bound F of

> . toimprove efficiency and quality of both dual and primal solutions for this subproblem.

ieF

Therefore, we enhance the effect of Constraint (5.12) by introducing additional Constraint
(5.32). Upper bound F can be the smaller one between the capacity upper bound summation
of every BS or the total available channelsin the system. However, it is difficult to find tighter

lower bound F in this subproblem.

We can solve this problem with the following steps.

Step 1. Arrange the channels in ascending order of Coef (f)=A. > > > ub ..

jeC meMacA,,

Step 2. According to Constraint (5.32), if > f,<F, we assign f, to equa one. If

ieF

F<Y f <F and Coef(f)<0, we assign f, to equa one. Otherwise, we

ieF

assign f, toequal zero.
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5.3.2 TheDual Problem and the Subgradient Method

According to the  wesak Lagrangean duality  theorem [15][24],
Zoy = MXZ oy (1 £ M M EE s Hi 115 ) 1 @ lOWer bound on Z,,, for any
M Himas e+ ifrs Hia = 0. The following dual problem (D5.1) is then constructed to

calculate the tightest lower bound.

Dual Problem (D5.1):
Z oy = MAXZ, g (12 s 1200 1 s s 102 s 1 12812 )
subject to:

ﬂt‘i?jma!ﬂt?miﬂfiﬂi?m’ﬂi?m 2 0

In this dual problem, let a (|C|><||\/||><MxﬂT|x(}F|+2)+|F|+2]+|F|}+|T|)-tuple vector

7 be a subgradient of problem Z,, (i . 42 s i M + 15 H o+ Mgy Mg ) 1D
iteration k of the subgradient ~method [25], the multiplier  vector
7= (U s 12+ e + Hia 8 S s i Mg ) IS Updated by 7% = 7+ &4 The
- ko : k ZIhPl_ZDl(ﬂ-k) hoo : i
step size £° is determined by & = where Z, is the primal objective
||
function value from a heuristic (an upper bound on Z ;) and ¢ is a constant between zero

and two [30].

54 Getting Primal Feasible Solutions

When we use Lagrangean relaxation method as our solution approach to solve the
problem, we not only get a theoretical lower bound of primal solutions but also get some hints
in the process of solving dua problem iteratively. Owing to the complexity of the primal

problem, a divide-and-conquer strategy is proposed to get the primal feasible solutions. We
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divide this integrated wireless communication network design problem into three parts: (1)
BS configuration subproblem including sectorization type and power control, (2) sequential
homing subproblem and (3) channel assignment subproblem. In each subproblem, we provide

some heuristics to get primal feasible solutions.

5.4.1 Heuristic A: BS Configuration Subproblem

In this subproblem, we refer to the results of decision variables ¢, p;, and k;, that

are calculated when solving subproblem (SUB5.3) as our initial values to determine the BS
allocation, BS sectorization type, transmission power control and candidate homing decisions.
We also develop a drop-and-add procedure to find better feasible solution. The detail of the

BS configuration heuristic is described in the following.
First, we deal with the BS alocation and sectorization subproblem. If c,, =1, we

consider this BS may not be alocated. Otherwise, let a, € A={12,...,.m} if c,, =1.Thatis,

BS j uses m antennas to construct m sectors in its coverage area. Second, to determine the

transmission power, we directly use the results of power level p,, as our primal solutions

and then tune the power level to minimize the intercellular interference and to maximize the

number of serviced mobiles. Finally, in candidate homing subproblem, we assign the

associated k, to equal one according to the connectivity requirement and the BS coverage
situation.

For each mobile violating its connectivity constraint, denoted as violated mobiles, we
divide all sectors into five groups, which are home sectors, candidate sectors, enlarge-power
sectors, new-deploy sectors and others. Home sectors are those to satisfy the CIR constraint
and ready to service for this mobile. Candidate sectors also satisfy the CIR constraint but still

do not become one home of this mobile. Enlarge-power sectors violate the CIR constraint but
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can satisfy this constraint by enlarging its current power level. If none of the first three groups

can satisfy the connectivity requirement of violated mobiles, we must deploy new BS,

denoted as new-deploy sectors in this heuristic. We describe the detail of the BS configuration

heuristic in the following.

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Directly refer the results of ¢,,,, p;, and k;, from LR5.1 dual problem as our
initial configuration type.

Considering connectivity constraint, if al mobiles are feasible, go to Step 6.
Otherwise, divide al sectors into five groups and apply add-procedure to find a
feasible solution. If any candidate sector exists, go to Step 3 to add new home
sector. Otherwise, if there is any enlarge-power sector, go to Step 4 to tune power

level. Otherwise, go to Step 5 to deploy new BS.

Without modifying configuration and power level, we home all of the violated

mobiles to its candidate sector in descending order of the value Coef (kﬂa)
calculated in SUB5.3. Then, go to Step 2 for additional process.

In order to determine the order of enlarge-power sectors, all of the violated
mobiles elect their favors. Then we enlarge the power level of the maximum-vote

sector to reason level and then go to Step 2.

The deployment decision is decided by vote of the entire infeasible mobiles. We
deploy the most favor BS with the maximum-votes configuration and power level.
Then, go to Step 2. This new deployment decision must minimize the interference
to the existing deployed sectors and maximize the number of serviced mobiles.

That is trade-off between configuration selection and power control.

Applying drop-procedure to tune all configuration of deployed sector.
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5.4.2 Heuristic B: Sequential Homing Subproblem

In this subproblem, we determine the decision variables X, By, b

ts? tja

and g;, by
referring to the result of B, and the order of Coef(x;,) cadculated by (SUBS.1).
According to the results of candidate homes k;, calculated by Heuristic A, we assign the
homing sequence in ascending order of Coef (x,,,) - Adopt the associated value of B, asthe
cal-blocking probability by, of this sector. Then, aggregate partia traffic of the serviced

mobiles to determine g,, . We describe the detail of Heuristic B in the following.

Step 1. Directly use the sequential call-blocking probability to calculate Coef (X;,,) -

Step 2. For each mobile, arrange its home sectors in ascending order of Coef (x,,,) and
then assign the homing sequence X, to this sector. Note that this assignment
decision must satisfy the sequential homing constraint.

Step 3. For each sector, select the minimum associated sequential call-blocking probability

as the call-blocking probability of this sector.

Step 4. Following the traffic aggregation constraint, we aggregate the associated traffic of

sequential homing mobile to become the aggregate traffic of each sector.

5.4.3 Heuristic C: Channel Assignment Subproblem

In this subproblem, we determine the decision variables y;,, f, and n;, by referring

to the result of y,, and the order of Coef (yija) calculated by (SUBS5.3). Subject to CIR,

adjacent channel and call-blocking probability constraints, we use the Lagrangean
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relaxation-based (LR-based) channel order and most-capacity- requirement-first sector order
to determine the channel assignment decision. That is, we refer the hints of LR dual problem

to sort channel order for each sector.

Step 1.For each sector, calculate the value of Coef (y”a) as our channel assignment

decision. Arrange channel order in descending order of Coef (y”a).
Step 2.Calculate the minimum required channels for each sector to satisfy QoS
constraint. Arrange sector order in descending order of required channels.

Step 3.For the first sector, which requires the greatest channel capacities, assign the

first channel that has the smallest value of coefficient Coef (yija) to this

sector if this channel satisfies CIR and adjacent channel constraints. Minus the

required capacity of this sector by one

Step 4.1f there is no available channel and there is any sector requiring more capacity,

we cannot find a feasible solution. Otherwise, go to Step 2.

Step 5.Calculate the assigned capacity n;, for each sector and gather statistics for

total used channel f, in order to calculate license fee.

5.5 Computational Experiments

Owing to the complexity of this problem, we cannot find tighter lower bound by solving
dual problem. That is because the cost function plays an important role in affecting the duality
gaps of (IP5.1). In order to prove that our LR-based heuristics are good enough, we also

implement a primal algorithm to compare with our heuristics.
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5.5.1 Primal Algorithm

In previous section, we use some LR-based heuristics to determine (1) BS configuration

subproblem, (2) sequentia homing subproblem and (3) channel assignment subproblem.

Contrarily, we use an intuitive thought to determine them in this primal agorithm. We adopt

election policy to determine best BS configuration and sequential homing decisions. That is,

all mobiles elect their candidate homes and then we deploy the most voted BS to service the

maximum mobile. According to the slave mobiles in each sector, we can determine the

transmission power of each sector in order to minimize inter-cell interference. The homing

sequence is following the deployment sequence of home sectors. Then, we also apply

most-capacity-requirement-first policy as our sector order and solve channel assignment

subproblem. For convenience, we denote this algorithm as PA and describe it in the following.

Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Initialize transmission power of al sectors to maximum level.

To minimize the coverage intersection with existing BSs, we reduce the power
level if any mobile, which must not homed to this sector, locates in the

coverage of this sector.

We adopt election policy to determine the configuration of each BS. Each
mobile elects its candidate home with favor configuration. Then, we deploy the

most voted BS with the most voted configuration.

We simply adopt the BS deployment order as the homing sequence of each
mobile. For each sector, aggregate traffic and calculate the corresponding

call-blocking probability.

Arrange all existing sectors by most- capacity-requirement-first order. Confirm

each channel’s feasibility by checking the CIR and adjacent channel
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constraints for each sector. Then, assign required number of feasible channels

to each sector.

5.5.2 Lagrangean Relaxation Based Algorithm

When solving Lagrangean relaxation problem, we provide an iterative LR-based
algorithm to get prima feasible solutions. In this agorithm, we alow any kind of
sectorization configurations to be deployed as our last solution to generic network design
problems. In each iteration, we apply Heuristic A, B and C to solve each subproblem and then

find afeasible solution. For convenience, we denote it as LR and show as follows:

Step 1. Read configuration file to construct terrain data, candidate BSs and existing MTs.

Step 2. Construct configuration information, pre-calculate path loss for each BS-MT pair
and predict the success possibility of planning project specifically on

connectivity constraints.

Step 3. Calculate constant parameters, initialize Lagrangean multipliers and assign

Lagrangean relaxation improvement counter to equal 30.

Step 4. Apply primal agorithm to get a feasible solution. This objective value can be

adopted as our initia upper bound of this planning problem.

Step 5. Solve Lagrangean relaxation problem by optimally solving the sub-problems of
SUB5.1, SUB5.2, SUB5.3 and SUB5.4 to get the minimum objective value of

Z, r according to given multipliers.

Step 6. Get primal feasible solutions by using LR-based heuristics, which is Heuristic A,
B and C. Cdculate the total cost of feasible wireless network design as a

candidate upper bound of the problem, denoted as Z;p;.
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Step 7. If Z s is larger than the existing lower bound Z g.*, we assign Z x* to equa
Zir. If Zipy is smaller than the existing upper bound Zp1*, we assign Zip1* to
equal Zp; and reset the improvement counter. Otherwise, we decrease the

improvement counter by one.

Step 8. We calculate the gap between upper bound and lower bound to determine the stop
criteria. If the gap is smaller than 5%, we can stop this program and claim that
we find the near optimal solution for this planning problem. Otherwise, adopt

subgradient method to calcul ate step size and adjust Lagrangean multipliers.

Step 9. Increase the iteration counter by one. If interaction counter is over maximum
iteration of system, stop this program. That is, Z;p1* is our best feasible solution.

Otherwise, go to step 5.

5.5.3 Experiment Environments

In practical mobile systems, because the maximum number of sectors for one BS is five
and the radian unit of each sector is practically 20°, we can calculate the number of candidate
configuration types for each BS and depict in Table 5.3. The major assumptions and

parameters used in this study are described in the following subsections.

5,5.3.1 Assumptions

1. In our model, mobiles are concepts of location-based cellular receivers. The
mobility of MTsisignored.

2. We consider path loss and shadowing (or slow fading) propagation effects. However,
Multiple-path fading (fast fading) is assumed fixed.

3. We use Erlang-B formula to model telephony communication networks as

M/G/m/m gqueueing systems.
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4. Cdlsarrive according to a Poisson process.

5. Theoverflow traffic aso behaves as Poisson arrival process.

6. Averagetrafficload isused to estimate realtime traffic load.

Table 5.3: Number of candidate configurations according to maximum

number of sectors per BS and theradian unit of each sector

Radian Unit

Max no. Unit=20° Unit=30° Unit=40° Unit=45°
of sectors per BS

1 sector/BS 18 12 9 8

2 sectorg/BS 171 78 45 36

3 sectors/BS 987 298 129 92

4 sectordBS 4,047 793 255 162

5 sectors/BS 12,615 1,585 381 218

55.3.2 Parameters

The environment parameters are as follows:

1. Available bandwidthis 1.2 MHz.

2. Maximum number of channels, which can be assigned to a sector, is 60.

3. Threshold of acceptable CIR is9 dB.

4. Maximum call-blocking probability of BSsis 3%

5. Transmission power levels of each sector are 4, 6, 8, 10, 12 and 14 dBW.

6. Sensitivity of received power for each MT is-130 dBW.

7. Fixed cost of aBS equals NT $5,000,000 dollars.

8. Fixed cost of asmart antennais NT $200,000 dollars.

9. Cost of atransponder, which can serve eight channels, is NT $400,000 dollars.
10. Cost of licensing for one channel is NT $200,000 dollars.
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55.3.3 Scenarios

In our computational experiments, we generate several system scenarios with different (1)
numbers of candidate BSs, (2) numbers of candidate MTs, (3) maximum connectivity

requirements and (4) sectorization configurations.

In this case, we have 10 BSs and 10 MTs. The traffic demand for each OD-pairs is 3
Erlangs. Two kinds of connectivity requirements are experimented in this case. Since the
numbers of candidate-homes for MTs are different, we explore one-connectivity and

three-connectivity requirements as our two scenario groupsin this case.

5.5.4 Experiment Results

We generate 10 BSs and 10 MTs as our test network at random. For comparison purpose,
we group the experiment results into Table 5.4. To analyze the effect of sectorization, we
explore different numbers of sectors in each BS from omni-direction to three sectors with the
radian unit being 45°. We also explore the effect of multiple-connectivity on the total cost of
cellular systems. In Table 5.4, we can find with the growth of connectivity requirements, the
required number of deployed BSs also grows. As the allowed sector number grows, the
required channel of cellular systems is smaller. The multiple-connectivity can improve

communication reliability but will spend more deployment cost.

5.5.5 Computational Complexity

We denote the number of BSs, candidate configurations, maximum sectors, MTs, homing
sequences, available channels and candidate power levels as |C|, M|, |Al, [T, |S, |F| and |P],

respectively. The number of decison variables in our LR-based algorithm is

|C|><|M|><{1+|A{x[3+|F|+|T|><(2+|S|)]}+|T|><|q+|F|. The required number of total
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Lagrangean multipliers is |C| x| M| x{ A x[[T| x( F| +2)+|F| +2]+|F|}+|T| . In our test
network, the problem size is |C|=10,|M|=92,|A=3,|F|=60,[T|=10,|S = 3. Therefore, we

can pre-calculate the total number of decision variables is 312,809 and the total number of

Lagrangean multipliersis 1,937,530.

Table 5.4: Experiment resultsfor 10 MTsand 10 candidate BSs

[CI[ [T M| K¢ | A Hower Gap PA LR Improve|#BSs|#Chs| Time
Bound
10|10 1| 3 |1.6535e+007| 57.25% (2.7600e+007|2.6000e+007| 6.15% | 3 | 42 | 1
10|10 2 | 3 |2.9078e+007| 40.31% |4.7200e+007|4.0800e+007| 15.69% | 6 | 40 | 2
10|10 3 | 3 |3.8268e+007| 43.20% |6.3400e+007|5.4800e+007| 15.69% | 9 | 36 | 29
10|10 1| 3 |1.6784e+007| 52.53% (2.7600e+007|2.5600e+007| 7.81% | 3 | 39 | 8
10{10 2 | 3 |2.7141e+007| 42.22% |4.7200e+007|3.8600e+007| 22.28% | 6 30 | 10
10|10 3 | 3 |3.3600e+007| 41.67% |6.2000e+007|4.7600e+007| 30.25% | 7 | 48 | 27
10|10 1| 3 |1.6935e+007| 51.17% |2.7600e+007|2.5600e+007| 7.81% | 3 | 39 | 26
10(10 2 | 3 |2.7436e+007| 37.05% |4.7200e+007|3.7600e+007| 25.53% | 5 | 50 | 32
10|10 3 | 3 |3.3912e+007| 33.88% |6.2000e+007|4.5400e+007| 36.56% | 7 | 37 | 86

To measure the time-complexity of the LR-based network-planning algorithm, we
attempt to analyze each subproblems of the solution procedure. We denote a polynomial
function as p(n). Any agorithm with time-complexity O(p(n)) is a polynomial algorithm. In
each iteration, the computational complexities of this planning problem are listed in Table 5.5,

Table 5.6 and Table 5.7.

All the experiments are performed on a PC with one Pentium 1V 2.0 GHz CPU and 1.0
GB DRAM. The operating system running in this computer is Microsoft Windows 2000

Server. The code is written in C language and is complied by Microsoft Visual C++. We
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depict the anayses of computing time scaability about the scales of connectivity,

sectorization, MTsand BSsin Figure 5.1, 5.2, 5.3 and 5.4 respectively.

5.6 Concluding Remarks

The proposed agorithm is the first attempt to consider the network design problem with
the whole factors jointly and formulate it rigorously. Due to the time variance and unstable
properties of wireless communications, the proposed agorithm is helpful to design
high-reliability wireless communication networks. In this chapter, we identify reliability issue
of channelized wireless communication networks by introducing customized
multiple-connectivity effect. The proposed algorithm not only designs a multiple-
connectivity network but also guides to route MT among its candidate homes sequentially.
Sequentia routing mechanism can combine with FCA to guide real-time admission control to

optimize system performance.

We formulate a combinatorial optimization algorithm to deal with this problem. Because
this problem is NP-complete, the solution approach we adopt is Lagrangean relaxation. In the
computational experiments, we compared the proposed algorithm with the power dominant
heuristic on test networks. The proposed algorithm can achieve up to 36.56% improvement of

the total cost of network design problems.

Table 5.5: The time-complexity of getting primal feasible solution

Getting primal feasible solution (LR)

Heuristic Number of operations required Time complexity

Heuristic A |[Cf* M | A[T(S)x (F|+|P+2) < (A[T|P|+|A+1)|  O(Cl*M[AT[|S|F|P)

Heuristic B T[S x (S +2|c| Al O(C|AT[S)

HeurisiicC | [ClA|F|>(T]-+[F|+[C|A +[C|AF|T] o[ A T[T
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Table 5.6: The time-complexity of L agrangean relaxation problem

Lagrangean relaxation problem (LR5.1)

Subproblem Number of operations required Time complexity
initilize | [C|M A {F|+[T]x (S| +|F|+ |F[) o(c|m|AfT|F[*)
SUBS.1 (M| AIT]S” x30° o(C|M|AT|x p(S))
SUBS5.2 cIm]A o(c|m[4)

2 2 2 CTlFL
SUB53 |[CI'TF|+|C|M APt {F[" + F[T| -+ T)]|  max) CIM AP,
M| APIT]
SUB5.4 (M| AJF|+|F|+]F[ max(O(C|M| A[F]).O(F["))

Table5.7: The time-complexity of L agrangean dual problem by using the

subgradient method

Dual problem (D5.1)

Multiplier Number of operations required Time complexity
Hijra [CIM]AT] o(c|mM[AT)
Hire cIm]AT]s" o(CIMIATIS)
Hiims (CIm| AR o(cm|ATIFF)
Higrs ClMIATIF] o(cfm[ATIF)
u [CIM[AT] o(c|M[AT)
Hims [CIM[AF] O(c|M[AF)
Hin CIM[AF] O(c|M[AF)
Hirs [cIM]AF] o(cm|AF)
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6. Performance Assurance and
Optimization Module

For an in-service network, performance optimization module handles realtime or
quasi-dynamic resource management problems. The objective of performance optimization
problems is to optimize a certain performance measure. For wireless communication networks,
we can apply admission control, channel assignment and homing policy to optimize our target

performance measure.

Cdll admission control must guarantee both the GoS requirements, i.e., probability of call
blocking and call dropping, and the QoS requirement, i.e., CIR constraint. Thus, how to
appropriately design call admission control policy and combine with resource allocation
mechanism to ensure that performance measure is crucia in wireless communication

networks.

In this chapter, we consider the problem of realtime distributed admission controls, FCA
and a centralized static sequential homing policy for channelized wireless communication
networks. To maximize spectrum efficiency, we study the effect of adjustable channel
separation together considering generic channel interference on different propagation
environments. For maximizing system revenue purpose, sequential homing policies can

cooperate with channel assignment to prearrange channel resource with more efficiency.
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The emphasis of this work is to develop a centralized sequential homing and FCA
algorithm to support realtime distributed admission control. We formulate the performance
optimization problem as a combinatorial optimization problem, where the objective function
is to minimize the total call-blocking rate of systems. The solution approach is Lagrangean
relaxation. In the computational experiments, we compared the proposed algorithm with the
power dominant heuristic on test networks. The proposed algorithm achieved up to 99.9%

improvement of the total call-blocking rate.

6.1 Introduction

The demand of real-time network services has been rising fast in many applications. To
meet this demand, researchers proposed the concept of a “real-time channel,” that is one of
the most notable solutions to the problem of meeting the communication GoS requirements.
Generally, two distinct phases are required to realize the concept of real-time channel: off-line
channel establishment and run-time message scheduling [80]. The channel establishment
phase is of prime importance to the realization of a real-time channel, and during this phase,
the system has to select a home for each mobile and alocate sufficient resources to meet the

user-specified GoS requirements.

In channelized cellular systems, a given radio spectrum can be divided into a set of
digoint radio channels. All channels can be used simultaneously while maintaining an
acceptable received radio signa. In practice, each channel can generate some interference in
the adjacent channels. The ACI must be considered even though the effect of such
interference can be reduced by adequate adjacent channel separation. Channel interference
caused by channel reuse is the most restraining factor on the overall system capacity in the
wireless networks. The main idea behind channel assignment algorithms is to make use of
radio propagation characteristics and sectorization in order to minimize the total interferences

and hence increase the radio spectrum reuse efficiency [38].
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In this chapter, we consider the problem of performance optimization in channelized
wireless communication networks under the consideration of adjustable channel separation
and generic channel interference. We explore the feasibility of optimizing the frequency
spacing between carriers such as the combined effect of distance and NFD ratio to maximize
the number of available channels in a given propagation environment [63]. To accommodate
different situations of smart antenna deployments, we adopt generic sectorization model to
formulate irregular cell location, transmission power and sectorization architectures. Both
CCl and ACI are accumulated as total interference to evaluate communication QoS. For
maximizing system revenue purpose, sequential homing policies can combine with FCA
mechanism to rearrange channel resource more efficiently and support realtime distributed

admission control.

We formulate the sequential homing problem as a combinatorial optimization problem,
where the objective function is to minimize total blocking rate of systems subject to
configuration, sequential homing and QoS constraints. The configuration constraints require
the assigned channels to be admissible for each sector. Whereas, the QoS constraints require
that the call-blocking probability constraint for each sector and CIR constraint received by
each MT be satisfied. The basic approach to the agorithm development is Lagrangean
relaxation, which has been successfully adopted to solve many famous NP-complete problems
[24]. In the computational experiments, the proposed algorithm is shown to be efficient and

effective.

The rest of this chapter is organized as follows. Section 6.2 provides the problem
description, the notation definitions and problem formulation. In Section 6.3, we adopt
Lagrangean relaxation as our solution approach to deal with this problem. In Section 6.4, a
primal heuristic and several computational experiment results are presented. Finaly, we

conclude this problem in Section 6.5.
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6.2 Performance Optimization Problem

In order to use the network resources efficiently, bandwidth reservations are made to
ensure high probability of calls connection. Traditionally, this task is done in two steps. First,
a home must be selected, then, it is set-up and the resources are reserved on its home.
However, a home that was computed in the first step may lack the required resources in the

second step. Combining the two steps was suggested to overcome this difficulty [11].

Admission control is the acceptance or blocking of call requests. At the cell level, flow
enforcement polices a source to ensure that its blocking probability does not exceed the
negotiated limit [57][61]. Admission control combined with flow enforcement (policing) can
support preventive congestion control mechanism to maximize system revenue subject to the

QoS constraint for each MT [59].

6.2.1 Problem Description

Aswe know, channel assignment schemes can be divided into two kinds. FCA and DCA.
In general, there is a trade-off between QoS, the implementation complexity of the channel
assignment algorithms and spectrum utilization efficiency. DCA strategies are less efficient

than FCA under high load conditions but provide flexibility and traffic adaptability [34].

In this section, realtime distributed admission control does not combine with DCA but
with sequential homing based FCA mechanism. We propose a static performance optimization
algorithm to determine homing sequences and FCA of total system to achieve the efficiency
of channel resources. Whenever we determine the homing sequence for each M T, admission
control is a table-lookup procedure and inspects the QoS feasibility of candidate homes
sequentially. These admittance computations are avoided at intermediate nodes to support

distributed and realtime characteristics.
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We depict the notations of the given parameters and decision variables in Table 6.1 and

Table 6.2. The system descriptions are listed in the following.

(1) Architectures of wireless communication networks. carrier frequency, available

bandwidth and channel separation;

(2) Configurations of BSs. location, antenna height above local terrain height, smart antenna
structures, transmission power and maximum channel configuration constraint for each

BS,

(3) Characteristics of MTs. antenna heights, receiver sensitivity, candidate set of homing

sectors and mean arrival rate of new traffic for each MT.

For each MT, we use Erlang-B formula to model telephony communication networks as
an M/G/m/m queueing system under the assumptions that overflow traffic also behaves as

Poisson arrival process and average traffic load is used to estimate realtime traffic load.

Table 6.1: Notation descriptionsfor given parameters.

Given Parameters

Notation Description

A the set of sectorsin the system

blocking probability function of Sector j which is a function of traffic
E(n;,9;)
77 |demand g, and available channels n, .

F the set of available channd's

Rj received power level of MT teT from thedownlink signal of Sector j e A

S the set of permutation which isinteger value

T the set of MTs

g; upper bound of aggregate traffic for Sector |
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indicator function which is 1 if Sector | isone candidate home sector of t and

0 otherwise

n; upper bound of assigned channels for Sector j € A

4 threshold of acceptable CIR

A the mean arrival rate of new traffic foreach MT teT

NFD ratio which is formed as a function of the channel separation (kHz)

Q(Ai ) normalized to the bit-rate (bps)
Table 6.2: Notation descriptionsfor decision variables
Decision Variables
Notation Description
5 call-blocking probability for the sth candidate homing policy for t which
:

S

belongs to discrete set B, e K, ={0,0.01,0.02,..., B}

b blocking probability of Sector j whichisreferencedby MT teT

g; aggregate flow on Sector j € A (in Erlang)

homing variable which is 1 if Sector j is selected as the sth homing sequence of
MT teT andO otherwise

channel assignment decision variable which is 1 if Channel i € F is assigned

to Sector j € A and O otherwise

6.2.2 Problem Formulation

We formulate the problem as an integer-programming problem where the objective
function is to minimize the total cal-blocking rate of system subject to single home
constraints, sequential homing constraints, QoS constraints and configuration constraints.

Objective function (1P6.1) [50]:
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(IP6.1)

VteT,seS (6.2)

VteT,je A (6.2)

Vje A (6.3)

VieF,je AteT (6.4)

Vje A (6.5)

VteT,seS (6.6)
VteT,je A (6.7)
VteT,je AseS (6.8)
VieAieF (6.9)

VteT,se S B, e K (6.10)
VteT,je A (6.11)

VieA. (612

The objective is to minimize the call-blocking rate of total system. Constraint (6.1) isthe

call-blocking probability of MT t on the permutation s. Constraint (6.2) decomposes the

call-blocking probability of Sector j by introducing one additional notation by . Constraint

(6.3) calculates the aggregate traffic for Sector . Constraint (6.4) ensure CIR requirement
for MTs, which are homed to Sector | . Constraint (6.5) enforces configuration constraint for
Sector j. Constraint (6.6) enforces that only one candidate homed BS can be selected for
each MT t on each permutation s. Constraint (6.7) enforces that the number of candidate
path is equa to the number of homing decisions. Constraints (6.8) and (6.9) enforce the
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integer property of the decision variables x,; and ;. Constraint (6.10) limits the feasible

discrete region of path blocking probability. Constraints (6.11) and (6.12) enforce the feasible

regions of call-blocking probability and aggregate traffic for each sector.

6.3 Solution Procedure

The performance optimization problem is an integer-programming problem with highly
non-convexity form. In genera, this problem is NP-complete [27]. The following lemma

specifies the deduction of NP-complete property.

Lemma 6.1: thiskind of performance optimization problemsis NP-complete
Proof:

By adopting problem reduction techniqgue of NP-completeness, the performance

optimization problem (IP6.1) can be reduced as a generalized channel assignment

problem by fixing al decision variables except channel assignment variable y; as

given parameters. As we know that a generalized graph-coloring problem is proved a
NP-complete problem [27], the problem (IP6.1) is one kind of generaized
graph-coloring problems. The performance optimization problem is more complex than
the problem (IP6.1). That is, the kind of performance optimization problems is

NP-complete./ ]

Because the above fixed sequential homing problem is NP-compl ete, we do not expect to
develop an optimal algorithm for large-scale problems. Instead, an efficient Lagrangean-based

algorithm is devel oped.
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6.3.1 Lagrangean Relaxation Method

By using Lagrangean relaxation, we relax three complicate constraints. Two of them are
integer programming problems, which are Constraints (6.2) and (6.4) and another one is
signomia problem, that is Constraint (6.3). These constraints must be multiplied by
Lagrangean multipliers and added to the objective function. After dualizing these

complicating constraints, we can construct the following Lagrangean relaxation problem.

Objective function:
LRl(/utJ /u] Iujlt) man(AHBtsj +ZZﬂtj(E(zyu g ) j
+ZZZﬂJ|t[kt ZZ(_ylla(ll_ll)J j_(%—'_l_Gj)yijJ
+ ] (Zﬂ Z(XUSH Btkj J (LR6.1)

subject to: (6.1), (6.5), (6.6), (6.7), (6.8), (6.9), (6.10), (6.11) and (6.12).
In this formulation, al sg,x7, 1}, are Lagrange multipliers but only 4}, must be

positive. To solve this problem, we can decompose (LR6.1) into the following two

independent and solvable optimization subproblems.

Subproblem 6.1: (related with decision variables B, X;, and b )

Objective function:

Zaws =min [ 4[]8 |- ST st + T3 i[5 (suBs.1

teT teT jeA teT jeAseS

subject to: (6.1), (6.6), (6.7), (6.8), (6.10) and (6.11).

We can decompose this problem into [T| subproblems. Each subproblem solves the

following problem.

s-1
Z gy, =MinA H B — D by + zz(yfﬂtxqsl‘[ Btkj vt e T (SUB6.1t)
k=1

jeA jeAseS
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As the property of decision variable x,, and given parameter k;, we can exhaustively
search for al possible combination value of x, xk;; to calculate minimum objective value

for subproblem 6.1.

Subproblem 6.2: (related with decision variables y; and g;)

Ly, = minZZﬂ;E(Z yijlgj)_Z/ujzgj

teT jeA ieF jeA

+ZZZu,.{kt,ZZ—_y.,e(|n—u|) -G, —(—+1 G)y.,j (SUB6.2)

jeAieF teT ]EAIEF

subject to: (6.5), (6.9) and (6.12).

We can decompose this problem into |A| subproblems. Each subproblem solves the

following problem (SUB6.2a):

Z e, —man,UUE(Zy” 9;)— K4; g, ZZ/J}O’itG

teT ieF ieF teT

ieF teT \ j'eAi eF

+ZyIJZ(ZZ 5 Ky j'i't9(|'_| ) - ,U,.t( +1- G)] Vj e A.

6.3.2 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem, for any 43 >0 and s, u?, the

objective value of ZLRl(yt},yf,,uﬁt) is a lower bound of Zp [15]. The following dual
problem (D6.1) is then constructed to calcul ate the tightest lower bound.
Z, _r)]axzm(ﬂ;, 12 12). (D6.1)
We use the subgradient method to solve the dual problem (D6.1). In this dual problem,
let a vector y be a subgradient of problem ZLRI(,at},,uf,yﬁt). In iteration k of the

subgradient optimization procedure, the multiplier vector z is updated by z** =
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h —
7* +E%y*. The step size £* is determined by &* :g%ﬁ”(ﬁk), where Z|, is the
X

primal objective function value for a heuristic [25][30]. It is an upper bound on Zp.

6.3.3 Getting Primal Feasible Solutions

When we use Lagrangean relaxation method as our solution approach to solve the
problems, we not only get a theoretical lower bound of primal feasible solutions, but also get
some hints in the process of solving dua problem iteratively. More precisely, when solving
the dual problem iteratively, a Lagrangean relaxation problem is solved. If the decision
variables are feasible and satisfy all of the constraints in the primal problem, then a primal
feasible solution is found. Otherwise, modification on such infeasible primal solutions can be
made to obtain primal feasible solutions. In order to get primal feasible solutions, we propose
a homing dominant primal algorithm, denoted by Algorithm A. In Algorithm A, we use the
permutation results as the dominant decision and then allocate available channels by

|oad-bal ance approach.

® Algorithm A

Step 1. Initialize permutation s=0 to denote the first homing situation for all MTs.

Step 2. For each sector |, apply the sequential homing policy, referred to the results of

X, from Lagrangean dual problem, to pre-calculate the aggregate traffic under

permutation s situation by Constraint (6.3).

Step 3. For channel assignment purpose, we calculate the blocking rate reduction level

for each sector | and then sort sector order by their contribution of reducing

objective value if assigning one additional channel to sector.
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Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Step 9.

Use the hints from Lagrangean dua problem to sort channel order for Sector j.

The coefficient of channel assignment decision variables y; is defined as

Coef (yij ): Z(kq Zz%ﬂ?i‘t5hj‘0(l =i )~ ﬂ?it (% +1-G; )j '

teT j'eAi'eF

Assign the lowest coefficient channel i to the greatest objective reduction sector |
and then check the feasbility of this assignment. We must ensure the
configuration constraints for Sector j (Constraint (6.5)) and the QoS constraints

for each MT that is homed to Sector j (Constraint (6.4)).

If the QoS constraints are feasible, assign this Channel i to Sector j, change the
system status, resort sector order and then go to Step 3. Otherwise, retry to assign
next channel for Sector j by go to Step 5. If the configuration constraints or
blocking probability constraints violate, go to Step 7 to apply drop-and-add

approach to modify sequential homing policy.

For tuning infeasible solution purpose, we sort all sectors by its residue capacity
in descending order to construct modify sector order. This sector order reveas

the sector modifiability to reroute more traffic from infeasible sectors.

Reroute the traffic load of multiple candidate-home MT from the most infeasible
sector to the greatest modifiability sector. Check the feasibility of both modified

sectors and modify the sequential homing decision.

If the most infeasible sector is still infeasible, go to Step 8 to reroute more traffic.

If thereis any sector still infeasible, go to Step 7 for further tuning.

Step 10. If all permutations have been processed, calculate the objective value and keep

the best feasible solution. Otherwise, set s=s+1 and go to Step 2 for processing

next permutation phase.
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6.4 Computational Experiments

In this section, we randomly generate a sectorization wireless network topology as our
experiment environment. In thistopology, there are 5 BSs constructed by 15 smart antennas to
service 20 MT clusters under the GSM-like situation that frequency is on 900 MHz,
bandwidth is 12.5 MHz, CIR is 9 dB, average MT height is between 1 m to 10 m, average BS
height is between 30 m to 200 m. For comparison purpose, we also develop a primal heuristic

as follows.

6.4.1 Primal Heuristic

To develop a primal heuristic, we adopt the most traditional homing policy, which homes
each MT prioritizing to the greatest received downlink power sector, and denote as Heuristic
H. In Heuristic H, the homing permutation is in descending order of received power. The
sector order for assigning channel is the same with Algorithm A by sorting the contribution of
reducing objective value in descending order. For simplicity purpose, we assign channel just
by the order of channel identifiers. The detail description of this primal heuristic is described

in the following.

® HeuristicH

Step 1. For each MT, follow received power dominant rule to become the homing

sequence of each MT. Initialize s=0 and begin to process the first homing phase.
Step 2. For each sector, calculate the aggregate traffic on each permutation situation s.
Step 3. Sort sectors in descending order of their blocking rate reduction.

Step 4. Using the channel identifier as the channel order, check sequentiadly the
feasibility of channel assignment policy for the greatest objective reduction

sector .
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Step 5. If the QoS constraints are feasible, assign this Channel i to Sector j, change the
system status, resort sector order and then go to Step 3. Otherwise, retry to assign
the next channel for Sector j by going to Step 4. If the configuration constraints
or blocking probability constraints are violated, re-home the MT to the next

candidate home sector.

Step 6. If al permutation cases have been processed, calculate the objective value and
keep the best feasible solution. Otherwise, set s=s+1 and go to Step 2 for

processing the next permutation phase.

6.4.2 Experiment Results

After several computational experiments, we list al of the experiment results together in
Table 6.3. To explore the effect of adjustable channel separation, the experiments perform the
network on different propagation environment to evaluate the effect of adjustable channel
separation. In these cases, we can find that different propagation environments have different
niche channel separation. In this GSM-like test environment, the performance of 100 kHz
channel separation is better than that of the standard GSM system, whose channel separation

is 200 kHz.

In the second experiment, we compare the computational results of Algorithm A and
Heuristic H to evaluate the efficiency and effectiveness of the proposed agorithm. In these
experiments, we can observe that as the traffic load increases, Algorithm A can achieve a
feasible solution but Heuristic H cannot. Furthermore, Algorithm A achieved up to 99%

improvement of the total call-blocking rate from Heuristic H.
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Table 6.3: Experiment resultsof Algorithm A and Heuristic H.

Case | Areas Ai A Algorithm A HeuristicH | Improvement
1 open 50 2 84781 e-10 1.1600 e-04 99.9%
2 open 100 2 5.8552 e-19 8.2101 e-04 100%
3 open 200 2 2.6054 e-13 1.0501 e-02 100%
4 open 300 2 2.6515 e-04 1.7376 e-01 99.8%
5 open 50 5 6.6102 e-03 9.0580 e-01 99.2%
6 open 100 5 3.2364 e-09 9.6843 e-01 99.9%
7 open 200 5 2.0477 e-03 3.0707 e+00 99.9%
8 open 300 5 5.0930 e+00 N/A
9 open 100 10 1.7254 e-07 N/A -

10 open 200 10 5.4591 e+00 N/A
11 open 300 10 N/A N/A
12 | urban 50 2 1.1209 e-13 9.9436 e-05 100%
13 | urban 100 2 7.0688 e-26 25741 e-04 100%
14 | urban 200 2 7.6380 e-05 2.5839 e-02 99.7%
15 | urban 300 2 3.8196 e-04 6.3651 e-01 99.9%
16 | urban 50 5 1.6912 e-02 2.9121 e+00 99%
17 | urban 100 5 3.5969 e-06 2.9843 e+00 99.9%
18 | urban 200 5 0.7828 e-01 N/A
19 | urban 300 5 1.5764 e+01 N/A

6.5 Concluding Remarks

In this chapter, we consider the problem of performance optimization for channelized

wireless communication networks. Instead of adopting DCA policy, we develop a FCA model
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to combine with centralized sequential homing mechanism to support realtime admission
control, channel assignment and homing issues to maximize average system performance.
Furthermore, we study the effect of adjustable channel separation together considering

generic channel interference on different propagation environments.

We formulate the performance optimization problem as a combinatorial optimization
problem and use Lagrangean relaxation as our solution approach. In the computational
experiments, the proposed channel separation is better than GSM system. We also compared
the proposed algorithm with the power dominant heuristic on test networks. The proposed

algorithm achieved on average up to 99.9% improvement of the total call-blocking rate.
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7. Network Servicing Module

Using corrective actions to alleviate the performance exceptions is the major objective of
network-servicing module [55]. In wireless communication networks, channel reassignment,
augmentation, configuration re-arrangement and re-homing mechanisms are the major

treatments of wireless network servicing problems.

In this chapter, we study the problem of channel reassignment, augmentation, homing
and transmission power control in wireless communication networks under the consideration
of irregular BS allocation/sectorization and generic channel interference, including both CCI
and ACI. Channel reassignment may be required in a wireless communication network when
channel interference and/or the distribution of traffic demand changes. Like channel
reassignment, sector transmission power control is another effective and economical measure
to alleviate performance problems. However, when the traffic demand exceeds a critical point
and the current network capacity becomes insufficient, channel augmentation is required
despite the application of the above-mentioned two cost-effective measures. We formulate this
problem as a combinatoria optimization problem, where the objective function isto minimize
the channel augmentation cost subject to configuration, capacity, QoS and GoS constraints.
The basic approach to the algorithm development is Lagrangean relaxation. In computational
experiments, the proposed algorithm is shown to be efficient and effective. The proposed

algorithm can achieve up to 66.67% improvement of the total channel augmentation fee.
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7.1 Introduction

In order to efficiently utilize the scarce spectrum resource in wireless networks, channel
assignment is becoming one of the most important issues for wireless communication
researchers. Whether the channel sharing is based upon given BS configuration environment,
there exists a fundamental limit on the number of users sharing the same frequency
simultaneously. Since higher resource utilization can achieve higher service revenue gains, the
objective of this chapter is to reorganize original BS configuration by optimizing channel

utilization and transmission power control to achieve higher system resource utilization.

In this chapter, we propose a more generic sectorization approach to model any kind of
real wireless networks and operate the resource management of real wireless communication
systems more precisely. We estimate the frequency interference precisely by accumulating all
interference from all of the other sectors to the interested sector. We together accumulate the
CCl and ACI in our QoS assurance approach to calculate the total interferences on MTs when
resource management policy is applied. By doing that, we can assure that received

interference must not violate the CIR constraint.

In general, channel reassignment, augmentation and power control problem on generic
sectorization structure is NP-complete and is more complex than traditional channel
assignment problem. We formulate the problem as an integer programming problem where
the objective function is to minimize the channel augmentation cost subject to configuration,

capacity, QoS and GoS constraints.

The rest of this chapter is organized as follows. Section 7.2 develops the problem
formulation. Section 7.3 describe the solution procedure and LR-based a gorithm. Section 7.4

isour computational experiments. Finally, we conclude this problem in Section 7.5.
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7.2 Resource Rearrangement and Augmentation
Problem

7.2.1 Problem Description

Channel reassignment, augmentation and power control are corrective actions for
wireless networks to alleviate the performance exceptions. In the performance rearrangement
and augmentation problem, the objective is to minimize the channel augmentation cost. The
decision will be how to reassign existing channels to deal with the changes of channel
interference and/or the distribution of traffic demand. Transmission power control and
rehoming are also effective and economical measures to alleviate performance problems for
each sector [41]. As the traffic demand grows and exceeds a critical performance point, the
current network capacity becomes insufficient despite the application of the above-mentioned
two cost-effective measures. A channel augmentation decision is required to expand system
capacity for network sizing purpose. The given parameters and decision variables for this
algorithm to formulate generic network servicing and sizing problem are defined in Table 7.1

and 7.2 respectively.

Table 7.1: Notation descriptionsfor given parameters

Given Parameters

Notation Description

A the set of sectors

5 (r ) minimum distance between interested Sector j and interfering Sector j° under
o the condition of the transmission radius of Sector |

F the set of available existing channels
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F the set of available augmentation channels

G; an arbitrarily large number
minimum number of channels required for traffic demand g; so that the

dei-41) call-blocking probability shall not exceed 3,

T the set of MTs

dy the distance between Sector j and MT t

h the original homing relationship between MT t and Sector |
indicator function which is 1 if MT t locates in the candidate service area of

& Sector j and O otherwise

n upper bound on number of channels that can be assigned to Sector |

r upper bound of transmission radius of Sector |

Z, indicator function which is 1 if existing Channel i is used by Sector j and 0
otherwise

a; attenuation factor (2< « <6) for Sector |

B; threshold of acceptable call-blocking probability of Sector |

i threshold of acceptable CIR (in dB) of Sector |

0 the NFD ratio is the filter reduction constant for adjacent frequencies

A traffic load of MT t

Ap license fee function of augmentation Channel i

of loss of revenue for the decision of reassignment existing channel i

o loss of revenue for the decision of re-homing MT t

©A the loss revenue limitation for Sector j to rearrange channel assignment and

power level
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Table 7.2: Notation descriptionsfor decision variables

Decision Variables

Notation Description
¢ decision variable which is 1 if augmentative channel i (icA) isinstalled and O
otherwise
g; the aggregate flow on Sector j
I decision variable which is the transmission radius of Sector j
Xy decision variable whichis 1 if MT t is homed to Sector j and O otherwise
Yi decision variable which is 1 if Channel i is assigned to Sector j and O otherwise

7.2.2 Problem Formulation

This problem can be formulated as the following integer programming problem.

Objective function (1P7.1):

Zipy =min) A_f, (IP7.1)
ieF'
subject to:
S of (y,(1-27,) +7, )+ > ®" (x, - 2h) +h, )< O VjeA (7.1)
ieF teT

r. a r.. o 1
0 v + ) <G +(—-G)v.
Z X(y(l—l)v] y(l+1),J {Djj'(r]‘)J Z ylj (Djj-(r]—)] i ( _ ])yu

j'eA j'eAd} 7

VieAieFUF' (7.2)
@mﬁngggn Vje A (7.3)
;A&sgj VjeA (7.4)
dyx; <1k, Vie AteT (7.5)
X; < ktji ;Fyij Vie AteT (7.6)
y; <, VieAieF' (7.7)
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Sy, <n; VjieA (7.8)
ieFUF'
D> ox =1 vteT (7.9
jeA
o<r, <r, VieA (7.0
f =0orl VieF' (7.11)
y, =0orl VieAieFUF' (7.12)
X; =0o0rl Vie AteT. (7.13)

The objective function is to minimize the license fee of augmentation channels.
Congtraint (7.1) is reformulated for the purpose to ensure that the loss revenue of call

dropping due to channel resssignment > ®f|y; —z| and rehoming > @ |x, —hy| is
teT

icF
lower than the modification cost constraint. Constraint (7.2) is to ensure that the sum of
interferences introduced by other co-channel sectors and near-channel sectors is less than the
CIR threshold for each channel. Constraints (7.3) and (7.4) are to ensure that the number of
channels assigned to each sector is larger enough than the required minimum trunks to service
aggregate traffic. Constraint (7.5) is to ensure that one sector can only serve those MTs that
are in its coverage area of effective candidate radius of sector. Constraint (7.6) is to ensure
that a sector cannot provide any service if no channel was allocated to it. Constraint (7.7)
counts the number of augmentation channels used in this system. Constraint (7.8) is to ensure
that the number of channels assigned to each sector satisfies its configuration limitation.
Constraint (7.9) isto enforce that one MT can only home to one sector. Constraint (7.10) isto
ensure that the transmission radius of each sector ranges is between 0 and the maximum
transmission radius limitation. Constraints (7.11), (7.12) and (7.13) enforce the integer

property of the decision variables.
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7.3 Solution Procedure

Because the above integer programming formulation problem is NP-complete [27], we
use Lagrangean relaxation as our solution approach to these problems [24]. In applying the
Lagrangean relaxation approach, several complicating constraints are relaxed, i.e. Constraints
(7.1) to (7.7). Then, we can transform the primal problem (IP7.1) into the following

Lagrangean relaxation problem (LR7.1).

7.3.1 Lagrangean Relaxation Method

For a vector of Lagrangean multipliers, a Lagrangean relaxation problem of (IP7.1) is

given by optimization problem.
Lagrangean relaxation problem (LR7.1):

ZLRl(ﬂ%:ﬂjzi,/J,-S,/l?,/l?t,,u?t,,u;) = minZAF f,

ieF'

+ Zﬂ}[szf (yij (1-2z)+z )"' Zq)tH (th (1-2h;) +hy )_(D?j

jeA ieF teT

r.

r" aj‘ ai'
HX(YF it VY. {—J] + yi"( ] J
LYY ]Z/; R IEI D) ,-'E;,-} "\ Dy(ry)

jeAieFUF' I 1
-G, + (7_Gj)yij

J

+Zuf[Q(9wﬂj)— Zyij] +Zﬂ?[2% —gj]+22ﬂi(duxq _rjkrj)

jeA ieFUF' jeA teT jeAteT
+22ﬂﬁ[><u —ky Zw-}ZZ%(w -f) (LR7.1)
jeAteT ieFUF' jeAieF!'

subject to: (7.8), (7.9), (7.10), (7.11), (7.12) and (7.13).
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In this formulation, ,uJ /1“,/1] ,uJ ,u]t,y]t,,u“ are Lagrange multipliers and all of

them are non-negative integers. The problem can be decomposed into four independent

sub-problems.

Subproblem (SUB7.1): (related with decision variables y; and ;)

. 1 r aj
Zum = m'”z Z Yi (ﬂ’?(Gi _y_)+ Z(ﬂiz'v(i—l)0+ﬂj2‘i +ﬂ12z(i+1)0{D J(r )j j
iy

jeAieFUF' i j'eA

+z Z:U:JLCD (1 22|J)y|1+zluj|yu Z y|1(ﬂ?+2ﬂiktjjJ

jeA\ ieF ieFUF'

jeAl j'eA ieFUF' teT

2 2 g :
+z ze(,uj‘lij +ﬂj‘ny(n+1).j{mj - z ﬂjlylj(D (r )j z:ujtktj IJ

(SUB7.1)
subject to: (7.8), (7.10) and (7.12).

Because the transmission radius r; for each sector belongs to alimited discrete set, we

can decompose this subproblem into |A4 subproblems and exhaustively search each radius

case with the following formulation.

ieF j j'eA

| 1 o)
Lyjpa = mmz Yi ,Uﬁ (Gj -—)+ Z(ﬂjz',(i—1)9+ﬂj2'i +,sz',(i+1)0 J
y D;;(r;)

2 u?@ﬁ(l—zm—u?—iuﬁkqj+Zyu(ﬂﬁ —ﬂ?—Zﬂﬁkuj

ieF teT ieF' teT

1 r i
2 Y| 43 (G =) Z('”iz',(ifl)g + U+ ﬂjz',(nl)e{D—J(l’)j }
pitfy

ieF' i j'eA

r “
+ 0 x :u2y+ﬂ2nyn+ ) — - :u|y| H kt
Z ( j170j i'n Y (n+1),] Dj‘j(rj') z ji 2ij D”(r]) z g

j'eA ieFUF' teT

(SUB7.1a)
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To solve (SUB7.1a), we can determine decision variables by divide-and-conquer
approach. We separately determine the channel assignment problem for existing channels
i e F and the channel augmentation problem for augmentative channels i € F' by the

following two sub-problems.

B For eachexisting channel ieF:

. 1 r i
Zuptar = m'”z Yi [/"12 (G, _7/_) + Z(:uiz"(ifl)a +pg + ﬂiz‘,(nl)g{—J)]

ieF j j'eA DJ'] (r]|

T 0-22,) - Tt (SUBT.121

teT

subject to: (7.10) and (7.12).

B For each augmentation channel ieF':

. 1 oY
Zypar = mmz Yii {ﬂ,z (Gj - 7/_) + Z (/ujz',(i—l)g + /ujz'i + /sz',(nl)a{—J)]

ieF' j j'eC D]‘](r]'

bpl =g _Zﬂgkﬂj (SUB7.1af")

teT

subject to: (7.10) and (7.12).

Therefore, the original objective value of problem (SUB7.1) can be minimized after

solving (SUB7.1af) and(SUB7.1af’):

ZSUBla = mmzsueuaf + ZSUBlaf‘

r “
+ ze(ﬂjzlyol +/uj2'ny(n+l),j {W] - z /u“yu(D” (r )j z:ujt tj !

j'eA ieFUF' teT

Subproblem (SUB7.2): (related with decision variable x;)

Zgsgr =Min > > (08 @20 )+ 402, + p5d + 1S, (SUB7.2)

teT jeA

subject to: (7.9) and (7.13).
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To solve this subproblem, we decompose this problem into [T| independent subproblems.

Subproblem (SUB7.2t):

Z o = minjzl;(y}@t'* (L—2h) + 1?2, + u5d, + w1l )z, (SUB7.21)
subject to: (7.9) and (7.13).
We define the coefficient of x; as coef(x;) = u;®; 1—2h,)+ A +p;d; +p; and
calculate the value for each subproblem independently. Owning to Constraints (7.9) and

(7.13), we assign the minimum coefficient x; to equa 1. That is, we home MT t to Sector |

to minimize the objective value of (SUB7.2t).

Subproblem (SUB7.3): (related with decision variable g;)

ZSJBS:minZ(lung(gjlﬂj)_lu?gj) (SUB7.3)
jeA
subject to:
0<Q(g;.4,)<n; VieA.  (7.14)

Without losing generality, we introduce configuration constraint (7.14) in this
subproblem. Because the value of function Q(g;, 5;) isinteger, we can exhaustively search
the number of trunks for each sector and cal cul ate the correspondent maximum traffic that can
be served under certain capacity dStuation. Caculate the objective value by

#7Q(g;,8;)—ujg, and select the minimum objective value case as our final decision,

Subproblem (SUB7.4): (related with decision variable f,)

Zoen = minz(AF —Zy;jfi (SUB7.4)

ieF' jeA

subject to: (7.11).
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We arrange augmentation channel order in ascending order of Coef (f,)=A — z ,u; :
jeA
To minimize the objective value of (SUB7.4), we assign the decision variable f, to equal 1

if its coefficient is negative and O otherwise.

7.3.2 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality  theorem [15][24],

Zoy =MaXZ g (utf 5 5 1 p i 0) is @ lower bound on Z, for any

Mo 5 1 5, 15, 1, 20, The following dual problem (D7.1) is then constructed to

calculate the tightest lower bound [21].

Dual Problem (D7.1):

5

Zoy =MaXZ gy (17, 150 15 1 My e 1)
subject to:

H G 5 1 5 1 5 20
In this dual problem, let a (|C|><(3+ 2F|+ 2|T|))-tup|e vector y be a subgradient of
problem Z o (s, p5 165, 105, g, 15, 145) - In iteration k of the subgradient method, the

multiplier vector ﬂ:(y},yﬁ,y?,y?,yi,yi,y;) is updated by 7" = z*+&%4*. The

h —
step size £ is determined by &* :g%ﬁ;(”k), where Z/, is the primal objective
X
function value from a heuristic (an upper bound on Z,.,) and ¢ isa constant between zero
and two [25][30]. Computational performance and theoretical convergence properties of the

subgradient method are discussed in Held, Wolfe and Crowder [25] and on non-differentiable

optimization [30].
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7.3.3 Getting Primal Feasible Solutions

When we use Lagrangean relaxation method as our solution approach to solve the

problem, we get not only atheoretical lower bound of primal solutions but also some hintsin

the process of solving dual problem iteratively. We group three kinds of channels: (1) existing

channels for each sector, (2) licensed channels in the system and (3) augmentation channels.

We propose an efficient heuristic algorithm to get primal feasible solutions, which is denoted

asAlgorithm A.

® Algorithm A:

Step 1.

Step 2.

Step 3.

Step 4.

Home al MTs to its original home sector. Aggregate the total traffic load of
each sector to calculate the minimum required channels. If any sector violates

its configuration constraint, go to Step 2 to rehome its lave MT.

Arrange al dlave mobiles in ascending order of its rehome cost for the
infeasible sectors. For each mobile t, arrange the homing sequence in

ascending order of the coefficients
Coef (x;) = i ®;' (01— 2h, )+ [ A + p;dy + p; and try to rehome this MT
sequentialy.

To satisfy Constraints (7.9) and (7.13), we select the minimum coefficient sector
as our first candidate home and check the configuration constraint. If this

homing decision violates the configuration constraint, try to home to the next

sector until homing MT t to one candidate home correctly.

For each sector j, aggregate the total traffic load to calculate the minimum

required channels and derive the required minimum radius of this sector.
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Step 5.

Step 6.

Step 7.

Step 8.

Step 9.

Step 10.

Step 11.

Step 12.
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Apply load-balance approach to arrange sectors in descending order of
minimum required channels as our sector order. Select the first one as our

target sector to assign channels.

For each sector, arrange existing channel in ascending order of the coefficient
value that is calculated by Coef (y;) = 4@ (1-22;) - u; + 1} (G, -Vy))

= 2 Mk, +Z(ﬂ12-,(i,1)9+ﬂ,-2-i +ﬂf-,<i+1>9)(n/Dn (rj'))ai as licensed channel

teT j'eA

order.

For the existing channels, check the QoS constraint of target sector in the

licensed channel order and then assign the existing channel on the target sector.

If the call-blocking probability constraint is still not satisfied, assign feasible

licensed channels to the target sector and go to Step 5 to process next sector.

If al of the sectors satisfy the call-blocking probability constraint, finish this
program and one feasible solution is found. Otherwise, if there are existing

channelsin the system, go to Step 3 to assign existing channels.

If re-assignment and power control cannot satisfy the network, arrange the

augmentation channels in ascending order of Coef (y;) = uf —u =) ik,

teT

Z(uf-,(i_l)é?vtuf.i +ﬂ,-2-,(i+1)9er/D,--,- (rj'))aj +45(G; ~Yy;) as augmentation

j'eA

channel order and begin to augment additional channels.

For each augmentation channel, adopt the load-balance approach as sector
order and check the QoS constraint to ensure that it does not violate QoS

constraint of existing channels.

Accumulate the license fee of total augmentation channelsin this system as our

objective value of this feasible solution.
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7.4 Computational Experiments

Owing to the complexity of this problem, we cannot find tighter lower bound by solving
dual problem. That is because the cost function plays an important role in affecting the duality
gaps of (IP7.1). In order to prove that our LR-based algorithm is good enough, we aso

implement a primal heuristic to compare with our agorithm.

7.4.1 Primal Heuristic

In the previous section, we use some LR-based heuristics to determine (1) homing
subproblem, (2) power control subproblem, (3) channel assignment subproblem and (4)
channel augmentation subproblem. Contrarily, we use an intuitive thought to determine them
in this primal agorithm. We adopt shortest homing policy to determine rehoming decisions.
That is, al mobiles first home to its original home sector. If any sector violates configuration
constraint, rehome its slave mobiles to candidate homes in the shortest first order. According
to the ave mobiles in each sector, we can determine the transmission power of each sector in
order to minimize inter-cell interference. Then, we aso apply most-capacity-requirement-first
policy to become our sector order. In this heuristic, we apply channel identifier as our channel
order and begin to solve channel assignment and augmentation subproblems as LR-based

approach. For convenience, we denote this heuristic as Heuristic PH.

7.4.2 Lagrangean Relaxation Based Algorithm

When solving Lagrangean relaxation problem, we provide an iterative LR-based
algorithm to get primal feasible solutions. In each iteration, we apply Algorithm A as our
solution approach to get primal feasible solutions. For convenience, we denote it as Algorithm

LR and show as follows:
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Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Read configuration file to construct BSs, M Ts and system information.

Caculate constant parameters, initialize Lagrangean multipliers and assign

Lagrangean relaxation improvement counter to equal 30.

Apply prima heuristic to find a feasible solution. This objective value can be

adopted as our initial upper bound of this planning problem.

Solve Lagrangean relaxation problem by optimally solving the sub-problems of
SUB7.1, SUB7.2, SUB7.3 and SUB7.4 to get the minimum objective value of

Z, r1 according to given multipliers.

Get primal feasible solutions through the proposed LR-based algorithm, which is
Algorithm A, and calculate the total licensed fee of augmentation channels as a

candidate upper bound of the problem, denoted as Z;p;.

If ZLrs is larger than the existing lower bound Z r*, we assign Z m* to equal
Zir. If Zipy is smaller than the existing upper bound Zp;*, we assign Zpi* to
equal Zp; and reset the improvement counter. Otherwise, we decrease the

improvement counter by one.

We calculate the gap between upper bound and lower bound to determine the
stop criteria. If the gap is smaller than 5%, we can stop this program and claim
that we find the near optimal solution to this problem. Otherwise, adopt

subgradient method to calcul ate step size and adjust Lagrangean multipliers.

Increase the iteration counter by one. If interaction counter is over maximum
iteration of system, stop this program. That is, Zp1* is our best feasible solution.

Otherwise, go to step 5.
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7.4.3 Experiment Results

In the experiments, the Algorithm LR is performed on a sectorization scenario of network.

The given parameters attenuation factor «; is4, CIR threshold y; is9dB, ACl ratio ¢ is

1/8, cost functions of ®7 @ A_is 2000, 10000 and 200000, respectively. The test

network is randomly generated by the network-planning problem in Chapter 5. The test
scenario has 10 BSs constructed by 12 sectors and 20 MTs. The number of existing channels

in the system is 53 and the number of total available channelsis 150.

For experiment purpose, we introduce a violation degree of average traffic on the test
network. We define the violation degree of average traffic as A, (v) = 4, x (1= v%). We
experiment three violation degrees, which are 0%, 50% and 100%. We list the experiment
results of A, =2.75 and 3.0 in Table 7.3 and 7.4 respectively. In the computational
experiments, our proposed Algorithm LR can achieve up to 50% improvement of total

augmentation cost of network-servicing agorithm.

After performing on severa randomly generated traffic violation cases, we can find that
the servicing policies will be applied first when traffic load becomes unbalanced or when
traffic distribution change against initial status on network-planning period. Algorithm LR can
find feasible solutions under these kinds of violation cases. The network-servicing algorithm
will increase the modification cost by applying channel reassignment, rehoming and power
control mechanisms without augmenting any additional channel. Once the traffic demand
grows, wireless networks become infeasible. Network sizing scheme must be applied by

augmenting another available channelsin this network.

All the experiments are performed on a PC with a Pentium IV 2.0 GHz CPU and 1.0 GB
DRAM. The operating system running in this computer is Microsoft Windows 2000 Server.

The code is written in C language and is complied by Microsoft Visual C++.
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On average, Algorithm LR takes 85 seconds for running 1000 iterations to find out a
better feasible solution and only uses half the number of the available channels. Because the
license fee of augmentation channel dominates the cost structure of this problem and it
becomes the objective of proposed formulation, using Algorithm LR can reduce network

augmentation cost up to $200,000 in 70 seconds.

7.5 Concluding Remarks

In this chapter, we identify the network-servicing problem in the wireless communication
networks. By introducing the channel reassignment, augmentation, homing and transmission
power control mechanisms in wireless communication networks, we can aleviate the
performance exceptions due to traffic distribution change and/or traffic growth. Channel
reassgnment may be required in a wireless communication network when channel
interference and/or the distribution of traffic demand changes. Like channel reassignment,
sector transmission power control and homing mechanisms are also effective and economical
measure to alleviate performance problems. However, when the traffic demand exceeds a
critical point and the current network capacity becomes insufficient, channel augmentation is

required despite the application of the above-mentioned two cost-effective measures.

We formulate this problem as a combinatorial optimization problem, where the objective
function is to minimize the channel augmentation cost subject to configuration, capacity, QoS
constraints and call-dropping constraints. The basic solution approach to the algorithm
development is Lagrangean relaxation. In computational experiments, the proposed agorithm
is shown to be efficient and effective. The proposed algorithm can achieve up to 66.67%

improvement of the total channel augmentation fee from the primal heuristic.
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Table 7.3: Channel augmentation cases with different violations

A1 V IR LB Gap PH |Modify-costf LR  [Modify-cost|Improve| T
275 0 |0/2.5994e-003|5.00e+010%]1.30e+006| 7.20e+004 |1.30e+006| 6.80e+004 | 0.00% |58
2.75| 50% | 1 |3.4038e-003|4.99e+010%]|1.90e+006| 7.20e+004 |1.70e+006| 7.00e+004 |10.53% |59
2.75| 50% | 2 |6.3007e-004|2.06e+011%|1.50e+006| 6.60e+004 |1.30e+006| 6.60e+004 | 13.33% |59
2.75| 50% | 3 8.1944e-004|2.07e+011%|2.30e+006| 7.00e+004 |1.70e+006| 7.40e+004 | 26.09% | 58
2.75|100% 1 |3.3828e-004|2.07e+011%|1.10e+006| 7.80e+004 |7.00e+005| 8.20e+004 | 36.36% | 64
2.75|100% 2 |8.2391e-004|2.06e+011%|1.90e+006| 8.00e+004 |1.70e+006| 8.20e+004 | 10.53% |62
2.75|100%) 3 |3.3741e-004|2.07e+011%|8.00e+005| 8.80e+004 |7.00e+005| 9.00e+004 | 12.50% | 60
Table 7.4: Channel rearrangement and augmentation cases with different
violations
Al V |R LB Gap PH |Modify-costf LR  [Modify-cost/iImprove T
3| 0 | 0|0.0000e+000| 0.00e+00% |0.00e+000| 0.00e+000 [0.00e+000| 0.00e+000 | 0.00% | O
3| 50% | 1|8.5362e-005|2.34e+011%)|3.00e+005| 2.80e+004 |2.00e+005| 2.80e+004 |33.33% | 68
3 | 50% | 2 | 8.4638e-005|2.36e+011%|3.00e+005| 2.60e+004 |2.00e+005| 2.80e+004 | 33.33%| 67
3 | 50% | 3 |4.2423e-005|2.36e+011%|3.00e+005| 2.00e+004 |1.00e+005| 2.20e+004 | 66.67%| 69
3 |100%)| 1 | 8.5338e-005|2.34e+011%|3.00e+005| 4.40e+004 |2.00e+005| 4.40e+004 | 33.33%| 72
3 |100%)| 2 | 2.1163e-004 |2.36e+011%|6.00e+005| 7.00e+004 |5.00e+005| 7.00e+004 | 16.67% | 64
3 |100%)| 3 | 8.4593e-005 |2.36e+011%)|3.00e+005| 5.80e+004 |2.00e+005| 5.80e+004 |33.33% | 68
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8. Conclusion and Future Researches

8.1 Summary

In this dissertation, we study the resource allocation and management issues in
channelized wireless communication networks. Our research scope consists of three research
modules (the network planning, performance assurance/optimization and network-servicing
modules). We also identify the research issues for performance optimization and network
servicing modules. We formulate these problems as combinatoria optimization problems. We
develop severa integer-programming algorithms to model the network planning, performance
optimization and network servicing problems. The solution approach is based on Lagrangean

rel axation method. We summarize this dissertation as follows.

1. Flexible channel assignment problem: we study the flexible channel assignment
problem in wireless communication networks where the total call-blocking rate is set to
be the key performance indicator. Both CCl and ACI are considered in the generic
channel interference model to ensure communication QoS. In addition, irregular rather
than regular cell configuration and sectorization are considered. We formulate this
problem as an integer-programming problem and develop an LR-based algorithm to deal
with this channel assignment problem. In computational experiments, the proposed

algorithm is shown to be far superior to a number of sensible heuristics. It can find
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feasible solutions with less number of channels and achieve up to 99.42% and 58.15%

improvement of the total call-blocking rate.

2. Sequential homing problem: we study the key issues of sequential homing problem for
multiple-connectivity wireless communication networks. For generalization purpose, we
formul ate the sequential homing problem as a sequential routing algorithm. The purpose
of this algorithm is to decide realtime connection-setup sequence according to the given
average traffic demands and candidate routes information. The emphasis of thiswork is
to develop a centralized sequential routing algorithm to support distributed realtime
homing in well-designed multiple-connectivity communication networks. We
successfully apply this algorithm as one of our kernels for resource alocation and
management in reliable wireless networks. The routing information can be used to
combine with admission control, resource alocation, connection setup and QoS
assurance. In the computational experiments, the proposed LR-based agorithms achieve
up to 99.98% improvement of the total call-blocking rate from the four proposed primal

heuristics and the Markov-decision algorithm.

3. Network planning module: the proposed LR-based agorithm is the first attempt to
consider the integrated network design problem with whole factors jointly and formulate
it rigorously. Due to the time variance and unstable properties of wireless networks, the
proposed algorithm is helpful to design high-reliability wireless networks. We identify
reliability issue of channelized wireless communication networks by introducing
customized multiple-connectivity effect. The proposed algorithm not only designs a
multiple connectivity network but also guides to route MT among its candidate homes
sequentially. In the computational experiments, we compared the proposed agorithm
with the power dominant heuristic on test networks. The proposed algorithm can achieve

up to 36.56% improvement of the total cost of network design problems.
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Performance assurance and optimization module: we consider the performance
optimization problem for channelized wireless communication networks. Instead of
adopting DCA policy, we develop a FCA model to combine with centralized sequential
homing mechanism to support reatime admission control, channel assignment and
homing issues to maximize average system performance. Further, we study the effect of
adjustable channel separation together on accounts of generic channel interference on
different propagation environments. The emphasis of this work is to develop a
centralized sequential homing and FCA agorithm to support realtime distributed
admission control. In the computational experiments, the proposed channel separation is
better than GSM system. We aso compare the proposed agorithm with the power
dominant heuristic on test networks. The proposed agorithm achieve on average up to

99.9% improvement of the total call-blocking rate.

Network servicing module: we identify the resource rearrange and augmentation
problem in the wireless communication networks. By introducing the channel
reassignment, augmentation, homing and transmission power control mechanisms, we
can alleviate the performance exceptions due to traffic distribution change and/or traffic
growth. We formulate this problem as a combinatorial optimization problem. The
solution approach is Lagrangean relaxation. In computational experiments, we can
observe that channel reassignment may be required when channel interference and/or the
distribution of traffic demand changes. Sector transmission power control and homing
mechanisms are aso effective and economical measures to aleviate performance
problems. However, when the traffic demand exceeds a critical point and the current
network capacity becomes insufficient, channel augmentation is required despite the
application of the above-mentioned two cost-effective measures. The proposed a gorithm
is shown to be efficient and effective. It can achieve up to 66.67% improvement of the

total channel augmentation fee from the primal heuristic.
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8.2 FutureResearch

After completing this dissertation, we feel that there is still much to be explored. In this

section, we outline several research areas that are worthy of further investigation.

Emerging requirements for higher rate data services and better spectrum efficiency are
the main drivers identified for the third-generation (3G) mobile systems. Recently, extensive
investigations have been carried out into the application of a code divison multiple access
(CDMA) system for IMT-2000/UMTS. The future research will extend the research domain

to the 3G wireless networks with multimedia applications [81].

In resource alocation and management issues, there is a need to exploit the similarity of
constraints that characterize assignments within and across the time, frequency and code
domains. This problem arises in a spread-spectrum based access scheme in which orthogonal
CDMA codes are to be assigned to links. For collision free transmissions, no two links
sharing the same node are assigned the same code. In graph-theoretic terms, this is the

well-know edge-coloring problem [73].

To provide different classes of multimedia traffic and supporting user mobility, we must
exploit the multimedia traffic models and the mobility effects. Because the wideband CDMA
system is essentiadly limited by the multiple access interference among active users,
performance can be assessed in terms of blocking probability and average number of users per

cell taking into account user mobility and traffic characteristics [67].

The CDMA system is interference-limited system in which link performance depends on
the ability of the receiver to detect signal in presence of interference. In network planning
issues, because the capacity of a CDMA system normally depends upon the uplink capacity,
we must exploit uplink radio characteristics and analytical models to calcul ate the capacity of

each BS supporting 3G services[20].
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Appendix A Acronymsand Notation

A.1 Acronyms

ACC |adjacent channel constraint

ACI adjacent channel interference

BS base station

CClI co-channgl interference

CIR carrier-to-interferenceratio

CSsC co-site constraint

DCA  |dynamic channel assignment

FCA  [fixed channel assignment

FICA [flexible channel assignment

GoS  |gradeof service

GSM  [the globa system for mobile communication

HCA  |hybrid channel assignment

LR Lagrangean relaxation

MT mobile termind

MTSO |mobile telephone switching office

NCI near channdl interference

NFD net filter discrimination

O-D  |origin-destination

PDF  |probability density function

QoS  |qudlity of service
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A.2 Notation
Notation Description
A the set of sectors
call-blocking probability for the s" candidate homing policy for t which
S belongs to discrete set B, € K, ={0,0.01,0.02,..., Bis}
C the set of BSsin the system
. (ri ) mini mur-n.distance bQW@ i-nterest-ed Sector | ar-1d interfering Sector j° under
the condition of the transmission radius of Sector |
E(n..g.) blocking probability function for Sector a of BS j, whichisaErlang-B
formulaof traffic demand and available number of channels.
F the set of available channels
F' the set of available augmentation channels
G an arbitrarily large number for Sector aof BS]|
K, connectivity requirement of M T t to connect with K; candidate homes
L the set of links
M the set of all kinds of sectorization types
N total number of available channels
P, the set of paths which can support requirement of OD pair w
minimum number of channels required for traffic demand g; such that the
Ao, ) call-blocking probability shall not exceed 3,
R; received power level of MT teT from the downlink signal of Sector jeC
S the set of permutation for MT t which isinteger valueand S ={1,2,...,K, }
T the set of MTs
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w the set of O-D pairs
by blocking probability of Sector aonBS j whichisreferenced by MT t
Cim sectorizationtype m for BS |
d, the distance between Sector j and MT t
e, indicator function whichis 1if link | belongs to path p and O otherwise
f, licensed channel whichis1 if Channel i isinstalled and O otherwise
Jia aggregate flow on Sector a onBS j e C (in Erlang)
h the original homing relationship between MT t and Sector |
decision function which is 1 if MT t can be served by Sector a of BSj and 0
s otherwise
N, number of channels assigned to Sector a of BS |
Pia effective isotropic radiated power (EIRP) of Sector a onBS | (inWatt)
I transmission radius of Sector j
homing/routing decision variable which is 1 if Sector a of BS | isselected
e asthe s" candidate path of MT tand O otherwise
decision variable for channel assignment for Sector a of BS | about
S
2, indicator function which is 1 if existing Channel i is used by Sector j and O
otherwise
a; attenuation factor (2< « <6) for Sector |
B threshold of acceptable call-blocking probability
V threshold of acceptable CIR
o receiver sengitivity of each MT (in Watt)

152



Dissertation of Chih-Hao Lin

NFD ratio which isformed as a function of the channel separation (kHz)

6(Ai)
normalized to the bit-rate (bps)

V4 the multiplier vector

A the mean traffic arrival rate of new traffic onlocation teT (in Erlang)
Pya path loss ratio of radio propagation from Sector (J , a) toMT t

&, BS antenna height above local terrain height [m]

7, carrier frequency [MHZ]

K free space wavel ength [m]

o, the angle between the street and the direct line from base to mobile

@ the average longer paths between the buildings for oblique incidence

P transmission bit rate

& the step size used by subgradient method

X the subgradient vector

Y(n) |thefilter characteristic on frequency #
r cluster size
Acln i ) |capacity cost function of equipmentsto assign n ja number of channels
Ac spectrum frequency license fee
A cost of BS with configuration type m
oA the loss revenue limitation for Sector j to rearrange channel assignment and
: power level

OF loss of revenue for the decision of reassignment existing channel i
ol loss of revenue for the decision of re-homing MT t
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