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Maximization of System Throughput in Wireless Networks with the

Consideration of Energy Efficiency

It seems clear that information services have an almost unlimited potential
in a wireless environment. Many of today’s “fixed” applications will continue
to be useful in a mobile environment, and a variety of new services are certain

to evolve for people on the move.

Since the energy conservation and the QoS guarantees are the major
concerns in supporting heterogeneous data applications in mobile devices, the
limited portable battery energy and the delay sensitivity of data services will
also play important roles in the design of such transmission strategies.
Therefore, intelligently using the knowledge about the traffic, channel, and
network, we can design transmission strategies which are not only capable of
extending the battery lifetime as much as possible, but also maintaining the

agreed QoS.






In this thesis we combine the idea of smartly introducing communication
delay from[15] and the threshold concept of [7], and try to find energy efficient
transmission schemes that maximize system throughput, in which given
different packet volume waiting to be transmitted, the system provides different
service rates. According to the Queueing Theory, we preliminary model the
system behavior into nonlinear mathematical programming problems. By
maximizing the system throughput under the constraints of QoS requirements
and the power limitation, we try to find the best transmission rate for different

packet volumes.

Keys words: Wireless Network, Quality of Service, Power Efficiency,
Projection Method, Queueing Theory, ' Optimization, Mathematical

Programming, Nonlinear Programming.

-X] -






Table of Contents

T 2B et ee e e en et e en et sen et eeen e enenene \Y
B2 AE R et VII
THESIS ABSTRACT ...ttt s X
Tabhle Of CONLENES ...t X1
LISt Of TADIES. ... XV
LISt Of FIQUIES.....ooieeeceecie ettt ettt XVII
Chapter 1. INEFOTUCTION ... 1
0 = 7= o (o | {011 o I S 1

1.2  MotivaliOnyim. fermla bt B A e 2

RS TN = (00101510 /AN o] 0= o O S 3

14 TheSiSOrganiZation........cc.ciiieerirenenresienesiesie e sse s e 4
Chapter 2. LIterature SUMVEY ...ccveeii et ecieeie ettt te et sne e ae e 5
21  Wireless Communication Technology ...........coerereeieeieenenencreene 5
211 Satellites CommUNICALTON. .......ccerveereirieeeerieee s 5

212 WITElESS PANS. ...t 7

213 WITEIESS LANS. ..ottt 9

214 Cellular WANS......cciieeieeeseeste et 13

2.2  LOw POWEr DESIgN ISSUES ......ccueeieeieciecteecte ettt 17
221 Device Level Optimization...........ccooeeeeeieenenereneneseeeenas 18

222 Medium Access Control (MAC) Protocol Design.............. 18

223 Communication System Level Optimization ..................... 20

224 Application Level DeSigN........cccccveveeeeveeieceeseesie e 21

- X1 -



23 Performance and SErVICE RALES .......ceeeeeeeeeeeeeeeeeeeeeeeeee e e e 21

Chapter 3. Problem FOrmulation ............ccccceeiieieieevecsece e 25
3.1  Problem DeSCription ........ccoovireriienenerese s 25

3.2 NOBHON. ...ttt 27

3.3  Problem Formulation ...........cccooeeieiieiinene e 28
Chapter 4. SOlUtION APPIOBCH ... 35
41 PO TESIS. ittt 35

4.2 INItTAl POINE.......oiiiiiiieee e 41

4.3  Heuristicfor the MOodel .........cccoeoeiiiiiiiee e 42
Chapter 5. Computational EXPeriments...........ccceeeveeveeceeseeieeseeseesee e 47
51 Case 1: IEEE 802.11g, Non Real-time Service ........ccoccevvevevrneenee. 47
511 Parameters and Experiment ResUltS..........ccccccvecveveeiieennnne 47

512 RESUIT DISCUSSIONL 1. ittt eeeeeabe et 49

52 Case2: IEEE 802.11g, Real-time SerViCe .......cccvevveeveeeceeieeciecnns 51
521 Parameters and Experiment Results............ccccooeveiinienene 51

522 RESUIt DISCUSSION....cuciiiiiiiiieieiesieseee st 52

53  Case3: UMTS Network, Non Real-time Service...........ccoceveeeenee. 55
531 Parameters and Experiment ResUltS..........cccevveceeveeiieennnne 55

532 RESUIT DISCUSSION.......ouiiieiieieieie et 57

54  Case4: UMTS Network, Real-time Service..........cccccveveinienennns 59
54.1 Parameters and Experiment ResUltS...........cccceveveicrienene 59

542 RESUIt DISCUSSION......oevinieiiiiieeeiesieee e 60

Chapter 6. Summary and FULUre WOrK ...........ccceoeieninencneeeee e 65
6.1  SUMMEIY c.eeeieciiie ittt 65

6.2 FULUrEWOIK ..ot 66

S TS (= 16T 69



Table 3.1

Table 3.2

Table 3.3

Table 3.4

Table4.1

Table 4.2

Table 4.3

Table 5.1

Table5.2

Table5.3

Table5.4

Table 5.5

Table 5.6

Table 5.7

Table5.8

Table5.9

List of Tables

Problem desCription..........ccccoeiirerineeeeres e 27
Notation of Given Parameters ............ccceevereieneneseieneseseeeseeee 27
Notation of Decision Variables............ccooevinineninineeecc e 28
Performance MatriXeS.........coovrereirireeeesese e 32
Power Consumption and Utilization with Different Service Rates.36

Available Service Rate and Their Performancein UMTS network.41

HEUriStIC OPEIaliON.......coviieriiieirieeeeee et 45
Parameters for IEEE 802.11g Non Real-time Services................... 47
|EEE 802.11g System Performance vs. Proposed Model (Non

REA-HIME SEIVICE) o.viireiiiadet et et 49

System Throughput Comparison with Service Rates that Adapted

[0V 2 o To 11 1 0 O S 50
Comparison of Heuristic Algorithm and Exhaustive Search........... 50
Parameters for IEEE 802.11g Real-time Services..........ccccoveeveenee. 51

|EEE 802.11g System Performance vs. Proposed Model (Real-time

System Throughput Comparison with Service Rates that Adapted

[0 V272 T To 11 1 o S 53
Comparison of Heuristic Algorithm and Exhaustive Search........... 54
Parameters for UMTS Network, Non Real-time Services............... 55

Table5.10 UMTS Network System Performance vs. Proposed Model (Non

REA-HIME SEIVICE) ..ouveeeeceeee et e 57

- XV -



Table5.12

Table 5.13

Table 5.14

Table 5.15

Table 5.16

Comparison of Heuristic Algorithm and Exhaustive Search

Parameters and Initial Point for UM TS Network, Real-time

UMTS Network System Performance vs. Proposed Model

(Real-tIME SEIVICE) ..o

System Throughput Comparison with Service Rates that Adapted

BY AlQOITtNM ...

Comparison of Heuristic Algorithm and Exhaustive Search



Figure 2.1
Figure 2.2
Figure 2.3
Figure 2.4
Figure 2.5
Figure 2.6
Figure 2.7
Figure 3.1
Figure 3.2
Figure 4.1

Figure 4.2

Figure 4.3

Figure4.4
Figure 4.5
Figure 5.1
Figure 5.2
Figure 5.3

Figure 5.4

Figure 5.5

List of Figures

Orbits of Different Satellites. [5] ..oocvvrererereierenerreereeseeereeeeens 6
Architecture of HOMeRF System[5] .......ccccovvevevievecieceese e 9
Peer-to-peer WirelessMode. [5] ....ccoovevererinenieeeesie e 11
Client/Server Wireless Configuration. [5] .......cccceeevevveieeveeiieennene 11
A Simple HIperLAN System.[5] ......cccooererirenireeeeeseseesesienins 13
GSM INFrastruCtUre. ........ocvveeiieeeceee e 15
The UMTS Architecture. (Source: WWW.i€C.0rQ) ......cceervereerrerenns 17
TranSMiSSION SIFALEGY .....vcvveereeeesiienreeiieeeesreesreeeesee e seesreesseenens 25
Transition Diagram of the Transmission Strategy..........ccoceveeveeens 28
Power Consumption per Bit with Data Rates..............cccccveeveeneenee. 37
System Throughput with Data Rate of p,, where Summation
Probabilitiesfrom 0 to Thaand ThoAre0.5and 0.7 ..........cc.c...... 38
System Throughput with Data Rate of 1, where Summation
Probabilitiesfrom 0 to Thaand ThoAre0.3and 0.7 .........ccce.ee. 38
System Throughput with Different Summation Probabilities........ 39
System Throughput with Different Summation Probabilities........ 40
Power Consumption Curve of IEEE 802.11Q ........cccceverereneeriene. 48
Computational Results for IEEE 802.11g Non Real-time Services48
Computational Results for IEEE 802.11g Real-time Services.......52
|EEE 802.11g System Throughput vs. Proposed Strategy, as
SEVICE RAE VAIIES.......oiieieeeeeeee e 54
|EEE 802.11g System Throughput versus Delay Time.................. 54

- XVII -



Figure 5.6
Figure 5.7
Figure 5.8

Figure 5.9

Power Consumption Curve of UMTS Networks..........cccccceeveneee. 56
Computational Results for UMTS Non Real-time Services.......... 56
Computational Resultsfor UMTS Real-time Services.................. 60
UMTS Network System Throughput vs. Proposed Strategy, as

SEIVICE RAE VANES ..o 62

Figure5.10 UMTS Network System Throughput versus Delay Time............ 63



Maximization of System Throughput in Wireless Networks
with the Consideration of Energy Efficiency

Chapter 1. Introduction

1.1 Background

The past quarter century has seen the rollout of three generations of
wireless cellular systems, attracting end users by providing efficient mobile
communications. Their unique capability of maintaining the same contact
number, even if the user moves from one location to another, has made them
increasingly popular. Over the last century, advances in wireless technologies

have led to radio, television, mobile telephones, and communication satellites.

The market for wireless networks has evolved in four different segments
that can be logicaly divided into two classes: voice-oriented market and
data-oriented market. The voice-oriented market has evolved around wireless
connections to the public switched telephone network (PSTN). These services
further evolved into local and wide area markets. The local voice-oriented
market is based on low-power, low-mobility devices with higher quality of
voice, including cordless telephone, personal communication services (PCS),
wireless PBX, and wireless telepoint. Meanwhile, the wide area voice-oriented
market has evolved around cellular mobile telephone services that use terminals
with a higher power consumption, comprehensive coverage, and lower quality

of voice. The wireless data-oriented market, on the other hand, evolved around

-1-



Chapter 1. Introduction

the Internet and computer communication network infrastructure. The
data-oriented services are divided into broadband local and ad hoc, and wide
area mobile data markets. The wide area wireless data market provides for
Internet access for mobile users. Local broadband and ad hoc networks include
wireless LANs (WLANSs) and wireless persona area networks (WPAN), which
provide high-speed internet access, as well as evolving ad hoc wireless

consumer products. [13]

These wireless systems with different QoS requirements, however, are
facing the challenge of the efficient use of energy. Unlike other enabling
technologies for mobile information systems, the specific energy of
commercialy available rechargeable batteries has improved by only about 2%
per year over the past half century. Thus, providing the desired QoS service

within alimited energy budget in different wireless systemsis acritical issue.

1.2 Motivation

Almost every wireless network provides more than one transfer rate. As
expected, a higher transfer rate gives better QoS, but on the other hand,
consumes more energy. However, the increasing demand for data rate and QoS
in wireless communication has to cope with an energy budget that is severely
constrained by ubiquity requirements. The trade off between performance and
energy consumption deserves urgent attention in order to meet the “anything,

anywhere, anytime” paradigm.
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In mobile computing, energy conservation is one of most important areas
of research. Energy efficient solutions are essential for reducing the size and
weight of mobile devices, and methods for conserving energy have become a
critical issue. Due to the scarcity of radio resources, the noisy nature of mobile
channels, and the low weight requirement of mobile handsets, any optimization
effort should be part of a total resource management plan. It is important to

achieve the desired QoS level within alimited energy budget.

In this thesis, we introduce two thresholds that divide service rates into
four strategies. If the packets in a buffer are within the first threshold, the
mobile device transmits packets with a lower transmission rate to save the
power. If the packets in the buffer are over the second threshold, the mobile
transmits packets with a higher transmission rate in order to achieve the desired
QosS. If the packets in buffer are between two thresholds, on the other hand, the
mobile transmits packets by determining whether the number of packets is

increasing or decreasing.

1.3 Proposed Approach

As mention in previous section, there is a tradeoff between QoS and
transmission power. Since frequent recharging is not a practical option and low
weight is crucia in wireless equipment, wireless systems will have to be

optimized for low energy consumption subject to a desired QoS.

Extending the ideas of smartly introducing communication delay from [15]
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and the threshold concept of [7], the relationship between energy consumption
and QoS level is modeled as a mathematical problem. By maximizing the
system throughput under the constraints of QoS requirements and the power
limitation, we try to find the best transmission rate for different packet volumes.
The system behavior is modeled as a nonlinear mathematical programming
problem, according to the steady-state and transition diagram. We also develop

heuristics procedure to solve the problem.

1.4 Thesis Organization

The remainder of the thesis is organized as follows. Chapter 2 presents the
wireless technology and low power design issues; Chapter 3 describes the
problem, the transaction strategies, and the assumptions, Chapter 4 is the
proposed method, and Chapter 5 is the computational results and discussion.

Finally, Chapter 6 concludes thisthesis.
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Chapter 2. Literature Survey

2.1 Wireless Communication Technology

In the past few years, wireless networks have come to occupy a significant
niche in the network market. Increasingly, organizations are finding that
wireless networks are an indispensable adjunct to traditional wired networks,
because they satisfy the requirements for mobility, relocation, ad hoc
networking, and coverage that are difficult with wired networks. Recently, a
great deal of attention has been focused on satellite communications, wireless
networking, and cellular technology. Some of the main wireless systems are

described below.

2.1.1 Satellites Communication

Satellite communications are comparable in importance to optical fiber in
the evolution of telecommunications and data communications.[14] The heart
of a satellite communication system is a satellite-based antenna in a stable orbit
above the earth. In such a system, two or more stations on Earth communicate
via one or more satellites that serve as relay stations in space. The information
transmitted from a mobile user (MS) must be correctly received by a satellite

and forwarded to one of the earth stations (ESs) from the satellite. Thus only

-5-
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LOS (line of sight) communication between the mobile user and the satellite
should be possible. Satellites have been put in space for various purposes, and
their placement in space and their orbits have been determined as per their
specific requirements. Four different types of satellite orbits have been
identified[5]:
(i) GEO (geostationary earth orbit) at about 36,000 km above the earth’s
surface
(i) LEO (low earth orbit) at about 500-1500 km above the earth’'s
surface
(iii) MEO (medium earth orbit) or ICO (intermediate circular orbit) at
about 6000-20,000 km above the earth’s surface

(iv) HEO (highly dliptical orbit)

GEO

/

HEO
MEO

LEO

35,768 km

Figure 2.1 Orbits of Different Satellites. [5]
Figure 2.1 illustrates the satellite orbiting paths and distances from the
surface of the earth. The orbits can be €liptical or circular, and the complete

rotation time depends on the distance between the satellite and the earth.
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2.1.2 Wireless PANs

Wireless PAN (wireless persona area networks, WPAN) is a special class
of wireless network that covers smaller areas with low power transmission and
has become increasing important for both the office and home. As the name
indicates, WPANS are short to very short range (from a couple of centimeters to
few meters) wireless networks that can be used to exchange information
between devices in the reach of a person. WPANSs can be used to replace cables
between computers and their peripherals, help people do their everyday chores,
or establish location aware services. The best example representing WPANS is
the recent industry standard Bluetooth, other examples include Spike, and in

the broad sense HomeRF.

(i) Bluetooth[1]
Bluetooth is named after the King of Denmark, who unified different

factionsin Christianity throughout Denmark.

Bluetooth has simplified low-bandwidth wireless connections so that
they seamlesdly integrate into daily life. Companies like Ericsson, Intel,
IBM, Nokia, and Toshiba started this in 1998 by establishing a Bluetooth
specia interest group, focusing on the elimination of the short wires
connecting computer peripherals. Bluetooth utilizes the unlicensed 1SM
band at 2.4 GHz. A typical Bluetooth device has a range of about 10
meters, supporting data (asynchronous) and voice (synchronous) with a

total bandwidth of 1IMb/s.
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Bluetooth is specifically designed to provide a low-cost, robust,
efficient, high-capacity, ad hoc voice and data networking with the
following characteristics:

+  Fast frequency hopping to minimize interference

¢ Adaptive output power to minimize interference

¢ Short data packets to maximize capacity

¢ Fast acknowledgements, alowing low coding overhead for links

¢ CVSD (continuous variable slope delta) modulation voice coding,
which can withstand high bit-error rates

+  Flexible packet types that support a wide range of applications

¢  Transmission/reception interfaces tailored to minimize power

consumption.

(i) HomeRF[12]

HomeRF is a new technology that enables people to simultaneously
share a single Internet connection with all electronic devices in the house.
It provides a foundation for a broad range of inter-operable consumer
devices for wireless digital communication between PCs and consumer
electronic devices anywhere in, and around, the home. The HomeRF
working group includes Compaq Computer Crop., Ericsson Enterprise
Networks, Hewlett-Packard Co., IBM, Intel Crop., Microsoft Crop.,

Motorola Crop., and others.
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tellite Dish .
Phone - Connection
g
(’Baby Monitor

Wireless Headset

-

Fridge Data Pad

Television

Handheld
- Communicator

Figure 2.2 Architecture of HomeRF System[5]

HomeRF visualizes a home network, shown in Figure 2.2. A network
consists of resource providers, which are gateways to different resources
like phone lines, cable modems, and satellite dishes, and the devices
connected to them, like cordless phone, printers, fileservers, and TV. The
goal of HomeRF is to integrate all of these into a single network suitable
for al applications and remove al wires and utilize RF links in the

network suitable for all applications.

2.1.3WirelessLANSs

Wireless LANs (WLANS), which provide a larger transmission range and
are capable of setting up an ad hoc network, save the cost of installing LAN
cabling and ease the task of relocation and other modifications to the network’s

structure. The most well-known WLANS are based on the standards |EEE

-9-
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802.11, HiperLAN, and their variants.

(i) |EEE 802.11 series.

In IEEE 802.11 series, there are IEEE 802.11, IEEE 802.11a, and
IEEE802.11b. IEEE 802.11 and |EEE 802.11b standards, operating on the
2.4GHz ISM band and providing a basic rate of 1 and 11 Mbps. They can
be used to provide communication between a number of terminals as an ad
hoc network, using peer-to-peer mode (Figure 2.3), or as a client/server
wireless configuration (Figure 2.4), or a fairly complicated distributed
network. 802.11a, on the other hand, operates on the 5.2 GHz band,
utilizing Orthogonal Frequency Division Multiplexing (OFDM) to provide
data rates up to 54 Mbps. The keys behind al these networks are the
wireless cards (also known as PCMCIA- Persona Computer Memory
Card International Association) and wireless LAN access point (AP for
short). The IEEE standards allow two types of transmission, frequency
hopping spread spectrum (FHSS) and direct sequence spread spectrum
(DSSS). FHSS is primarily used for low-power, low-range applications,

and DSSS is popular in providing Ethernet-like data rates.
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Ty

Laptop with

wireless card wireless card

PDA

Figure 2.3 Peer-to-peer Wireless Mode. [5]

Wired Wireless LAN access point
network

E‘Wireless card a

Figure 2.4 Client/Server Wireless Configuration. [5]

In an ad hoc network mode, as there is no central controller, the
wireless access cards use the CSMA/CA protocol to arrange shared access
of the channel. In the client/server configuration, many PCs and |aptops,
physically close to each other (20 to 500 meters), can be linked to a central
hub (known as the access point) that serves as a bridge between them and
the wired network. The wireless access cards provide the interface

between the PCs and the antenna, while the access point serves as the

-11-
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wireless LAN hub. The access point is usually placed at the ceiling or high
on the wall and supports a number of (115 to 250) users receiving,
buffering, and transmitting data between the WLAN and the wired

network.

(i) HiperLAN

HiperLAN [4] stands for high-performance LAN, is derived from
traditional LAN environments ad can support multimedia data and
asynchronous data effectively at high rates (23.5 Mbps). HiperLAN started
in 1992, and standards were published in 1995. It employs 5.15 GHz and
17.1 GHz freguency bands and has a data rate of 23.5 Mbps with coverage

of 50m and mobility < 10m/s.

HiperLAN/1 is specifically designed to support ad hoc computing for
multimedia systems, where there is no requirement to deploy centralized
infrastructure. It effectively supports MPEG or other state-of-the-are
real-time digital audio and video standards. HiperLAN/2 has been
specifically developed to have a wired infrastructure, providing
short-range wireless access to wired networks like IP and ATM. The goal
of HiperLAN are: QoS, strong security, handoff when moving between
local area and wide areas, increased throughput, ease of use, deployment,
and maintenance, affordability, and scalability. Figure 2.5 shows the

HiperLAN system.
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Fixed Network

Figure 2.5 A Simple HiperLAN System.[5]

2.1.4 Cellular WANSs

Cdlular technology is the foundation of mobile wireless communications
and supports users in locations that are now easily served by wired networks.
Cellular technology is the underlying technology for mobile telephones,
personal communications systems, wireless Internet and wireless Web
applications, and is a technique that was developed to increase the capacity
available for mobile radio telephone service. Following are some existing
cellular WANSs.

(i) Advanced Mobile Phone Systems (AMPS)

AMPS isthe first-generation cellular system used in the United States,
and is the cellular phone technology created by AT& T Bell labs with the
idea of dividing the entire service area into logical divisions called cdlls.
Each cell is alocated one specific band in the frequency spectrum. AMPS
was initially only set up to cater for a limited number of users, however
has expanded in recent years to accommodate the growth that has been

experienced in the mobile tel ephone market.

-13-
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AMPS is capable of supporting about 100,000 customers per city, and
the system is aimed to reduce blocking probability to about 2% during
busy hours. As expected, the analogue network uses analogue technol ogy
to transmit data over the radio channel. Some of the characteristics of this
system are listed below:

+  Three frequencies used, separated by 45 MHz: uplink frequency,
downlink frequency, control channel

¢ Usually only one control channel per cell.

+  Frequencies used from 825 to 890 MHz.

¢+ Receivers alocated 666 channel frequencies between 825 and 845
MHz

+  Transmitters take up 666 channels between 870 and 890 MHz

(if) Global System for Mobile Communications (GSM)

Global System for Mobile communications, or Groupe Speciade
Mobile (GSM) communications, is the wireless standard chosen by some
170 countries around the world as the system of choice for digital wireless
communications. It is initiated by the European Commission, is the
second-generation mobile celular system aimed at developing a
Europe-wide digital cellular system. GSM was created in 1982 to have a
common European mobile telephone standard that would formulate
specifications for a pan-European mobile cellular radio system operation
at 900 MHz. The main objective of GSM is to remove any incompatibility
among the system by allowing the roaming phenomenon for any cell

phone.
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o e [ I =}
Base Station l
System

BSC
BTS BTS BTS

Information I \\

fransmission

BTS=RBS 2000

Call connections Mabile Station
and information e—————

fransmission

Figure 2.6 . GSM Infrastructure.

Figure 2.6 illustrates the GSM infrastructure. The GSM specifications
define the functions and interface requirements in detail but do not address
the hardware. The reason for this is to limit the designers as little as
possible but still to make it possible for the operators to buy equipment
from different suppliers. The GSM network is divided into three major
systems:. the switching system (SS), which is responsible for performing
call processing and subscriber-related functions, the base station system
(BSS), which consists of base station controllers (BSCs) and the base
transceiver stations (BTSs)., and the operation and support system (OSS),
the functional entity from which the network operator monitors and

controls the system.

-15-
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GSM has been alocated an operational frequency from 890 MHz to
960 MHz. To reduce possible interference, MS and the BS use different
frequency ranges (i.e, MSs employ 890 MHz to 915 MHz and BS
operates in 935 MHz to 960 MHz). GSM follows FDMA and allows up to
124 MSs to be serviced at the same time. The frequency band of 25 MHz
is divided into 124 frequency division multiplexing (FDM) channels, each

of 200 kHz.

(iii) Universal Mobile Telecommunications System (UMTS)

Universal Mobile Telecommunications System (UMTS) is the third
generation mobile communication system developed by ETSI, the
European Telecommunications Standard Institute [2], which use a new

frequency spectrum and extend the GSM service to include multimedia.

UMTS is based on the direct sequence (DS) spread spectrum (CDMA)
technology using a chip rate of 3.84 Mcps within a5 MHz frequency band.
The spectrum assigned to UMTS is 60MHz for uplink (from 1920 to 1980
MHZz), and 60MHz for downlink (from 2110 to 2170 MHZz). Because of
the adoption of DS-CDMA technique, UMTS provides a universal reuse
factor that each user shares the same radio frequency at the sametime. The
spreading process is based on two codes, the spreading code and

scrambling code, which separates the physical channels.

UMTS system uses the same core network as the GPRS. The new
radio network in UMTS is caled UTRAN (UMTS Terrestrial Radio

Access Network), which is connected to the core network (CN) of GPRS
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via lu interface, which is the UTRAN interface between the Radio
network controller (RNC) and CN. The mobile terminal in UMTS is called
User Equipment (UE). The UE is connected to Base Station (BS) over
high speed Uu Interface. The BSs are the equivalent of BTS in GSM and
typically serve acell site. Several BSs are controlled by asingle RNC over
the lub interface. Throughout the standardization process, extra effort has
been mode so that most of the 2G core elements can smoothly support
both generations, and any potential changes are kept to a minimum. The

UMTS network architecture is showed in Figure 2.7.
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Figure 2.7 The UMTS Architecture. (Source: www.iec.org)

2.2 Low Power Design I ssues

Wireless services have played an increasingly important role in society. It
Is anticipated that worldwide cellular services will continue to grow

exponentially in the future. However, one of the main challenges in providing
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anyone, anywhere, anytime wireless services is the operating time of portable
handsets. Mobile communication and computation platforms must rely on
batteries for their operations. Unlike other enabling technologies for mobile
infformation systems, the specific energy of commercialy available
rechargeable batteries has improved by only about 2% per year over the past
half century. [10]

Low power design issues have been addressed by many researchers in the

following four areas. [10]

2.2.1 Device Level Optimization

Low power Very Large Scale Integrated circuits (VLSI) design and low
power RF circuitry optimization are the main technologies for energy saving
approaches. Dramatic reduction in power dissipation requires architectural,
algorithmic, and circuit design optimization, which are limited by

semiconductor and device technologies.

2.2.2 Medium Access Control (MAC) Protocol
Design
In [16], present an overall energy-efficient MAC protocol design principle.

They present three options.

(i) Packet structure.
Due to excessively long headers (addresses, control fields, etc.) or
trailers (checksums) the energy per “useful” bit relation may be negatively

influenced. One solution to this problem is header compression, used for
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several protocols. Another idea regarding the packet structure is to split the
packet in to a low-bit-rate part for control information (e.g., addresses)
and a high-bit-rate part for data. The intention is to invoke costly
functions only when needed. For example, the MAC evaluates first the
low-bit-rate part control information such as the destination address.
Receiving data, which might be costly due to high bit rates (e.g., hecessary

equalizer), isonly performed if the packet isintended for the end terminal.

(i) Awake/Doze mode.

In order to save energy the NIC (network interface card) may be
switched off when there are no transmissions (doze mode); otherwise, the
NIC isin the awake mode. Following this idea, using the doze mode has

the potential to improve the power saving gain substantially.

(iii) Error Control design.

The channel quality is often improved by forward error correction
(FEC) on the PHY layer. If the offered channel quality is still not
satisfactory, MAC-level retransmissions may be used. Since the radio
channel quality may be persistent for a while (good or impaired),
retransmission of MAC packets in the impaired radio channel state is
unnecessary and therefore expensive. Transmission channel probing, first
proposed by Zorzi [20], can be used to overcome this problem. Theideais
simple: instead of retransmitting the MAC packets again over an impaired
radio channel, short low-power probe packets are sent continuously unless
feedback is received for these probe packets. When an appropriate channel

quality is detected, the retransmission of the data packet is scheduled.
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2.2.3 Communication System L evel Optimization

In [18], the author devised a communication system-level optimization
approach, global interference minimization. Global interference minimization
refers to the transmitter power control problem in cellular radio systems. His
work has provided an optima solution in the sense that it minimizes
interference (or outage) probability. In [9] and [8], the authors have proposed a
simplified distributed power control agorithm to tackle the problem of
expensive computation. The distributed power control algorithm differs from
the centralized power control problem in which each mobile adaptively adjusts
its transmitter power according to the received interference. The distributed

method rel eases the computational task performed by each base station.

The CDMA power control strategy also provides a ssmple solution to the
interference minimization problem. There are two types of power control
algorithms: close-loop and open-loop. Close-loop power control refers to the
feed back mode from the base station to mobile stations for adjusting mobiles
transmitted power. Open-loop power control refers to the self transmission
power adjustment of mobile stations by comparing the received signal strength

from the base station with areference signal level. [3]

In [11], an optimal tradeoff of Error Control Coding (ECC) and Automatic
Repeat request (ARQ) in a communication system had been proposed to
minimize total energy consumption. In [20], the authors proposed something

similar to [11]. But their method differs from [11] by using a nonpersistent
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ARQ strategy when the channel suffers from large interference.

2.2.4 Application Level Design

Engineers are developing low complexity software or hardware for
multimedia processing algorithms. Usually low complexity algorithms yield
low energy consumption, provided that less iterations or looping are involved

in the computation.

2.3 Performance and Service Rates

Wireless networking performance is highly depends on the service rate
provided by system, which have to be supported by the highly erratic radio
channel in the presence of node mobility. However, the central objective in the
efficient network design is to achieve the QoS support as well as the energy

efficiency.

Radio resource management (RMM) forms the backbone of
power-sensitive network architecture. For delay tolerable data applications,
opportunistic RRM sheds some new light on the power sensitive network
design. The underlying rationale of the opportunistic RRM is to reduce energy
expenditure by exploiting system dynamics. Usually, there are two types of
dynamics in wireless data systems: the fluctuating channel and the bursty data
source. A typical approach is to capture the good opportunities for information
transfer by smartly introducing communication delay. Here delay refers to

coding/decoding delay, buffering delay, or data segmentation and reassembling
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(SAR) delay; and the word smartly means to use intelligent management

technigues to guarantee the QoS requirement. [15]

Several papers dealing with performance comparison given various
service rates which lead to different QoS have appeared in the literature. In [17],
the performance of a rate-adaptive CDMA system supporting homogeneous
data traffic has been analyzed and compared with that of a power-adaptive
system. From the analytical results, it is conjectured that data user in the
rate-adaptive system may use less average power than that in the
power-adaptive system to achieve the same throughput with the same Ep/Ne.
With the same throughput, average packet delay in the rate-adaptive system
could be less than that in the power-adaptive system. The performance gains of
the rate-adaptive over the power-adaptive may trandate into an increase of the

overall network capacity, and prolong to battery life of mobile users.

[7] evaluates the impact of the 3GPP ARQ scheme on the QoS of traffic
services. Although retransmission is one way to recover from lost packets, it
places a burden on scarce battery resources of the mobile host in mobile
environment, for packet transmission over a wireless medium consumes a
significant amount of power. The authors introduce one threshold that separates
the transmission operation into two modes: greedy and saving mode. In greedy
mode, the transmitter is always active, regardless of the radio channel
conditions. Upon the reception of a STATUS PDU notifying that some PDUs
(Protocol Data Unit) was lost, it retransmits the missing data units at once and
then goes on with the information transfer. On the contrary, in saving mode the

transmitter stops transmitting and starts periodically polling the receiver to
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probe the channel status. The transmitter starts retransmitting the missing data

units only when good channel conditions are detected; i.e., when the transmitter

receives areply toits poll.
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Chapter 3. Problem Formulation

3.1 Problem Description

In this chapter, we go into the detail of the proposed algorithm. As
described in previous section, we combined the idea of smartly introducing
communication delay from [15] and the threshold concept of [7]. The algorithm

isasfollowing, and isillustrated in Figure 3.1:

Decrease — |1,
Increase — g

Higher data rate

Lower data rate
— M

— M

Buffer, B

i i

Figure 3.1 Transmission Strategy

1. If the packets in buffer are within the first threshold, the mobile

transmits packet with lower transmission rate, say 4, , in order to save

limited power.
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2. If the packets in buffer are over the second threshold, the mobile

transmits packets with higher transmission rate, 1, , in order to

achieve the desired QoS and prevent packet |ost.

3.  If the packets volumes are between two thresholds, on the other hand,

the mobile transmits packets by determining the packet number is
increasing or decreasing. If it is increasing, transfer with x, to slow

down the going-up tendency, and if it is decreasing, transfer with z, .

4. Therelationship between these serviceratesis:

o2 2 2 1l

Table 3.1 summarizes the problem description:

Given:

Total power of the mobile

Buffer size of the mobile

Packets arrival rate and available service rate
Energy consumption at each transmission rate

Desired quality of service

To determine:;

The best thresholds and service rates

Objective:

To maximize the system throughput

Subject to:

QoS constrain
Call blocking probability constraints

System lifetime constraint
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Assumptions:
® Higher service rates consume more energy

® Mobile can switch service rates with little effort

Table 3.1 Problem description

3.2 Notation

For the convenience of the reader, a legend of the notation used in the

proposed mathematical formulation is given as follows.

Given Parameters

Notation Description

E, Total energy of mobile

The queue size

B
A The arrival rate of packet
E,

Energy consumption per bit when datarateis 1,

E, Energy consumption per bit when datarateis y,
E, Energy consumption per bit when datarateis i,
E, Energy consumption per bit when datarateis g,

Pos | Tolerable packet oss probability

D Tolerable delay of each packet

J Tolerable packet jitter

T System lifetime requirement

Table 3.2 Notation of Given Parameters
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Decision Variables
Notation Descriptions

Th, The threshold of abatement
Th, The threshold of onset
A Data rate when packet number islessthan Th,

Data rate when queueing packet is decreasing and packet
“ number is between Th, and Th,

Data rate when queueing packet isincreasing and packet
- number is between Th, and Th,
U, Data rate when packet number ismorethan Th,

Table 3.3 Notation of Decision Variables

3.3 Problem Formulation

According to Queueing Theory and the transmission strategy in

previous section, we can sketch the system behavior as following:

Figure 3.2 Transition Diagram of the Transmission Strategy
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The queueing system is identical to the M/M/1 system except that the

service rate varies as packet number changes. And the global balance equations

for the steady state probabilities p, are:
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Using Equation (3.2) and the condition z p, =1, we obtain

n=1
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Thus, po is as shown in Equation (3.5).
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Now we can derive the performance matrixes from Equation (3.2) and (3.5):
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Therefore, the optimization problem:

Objective function:
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My 2 g (3.7)
My 2 1y (3.8)
My 2 1y (39

The objective function is to maximize the system throughput under limited
E e —
energy, where ?’“ represents the system life time, and u represents the

expected service rate. Constraint (3.1), (3.2), (3.3), (3.4) are the quality of
service constraints sand system lifetime constraint. Constraint (3.1) represents
the blocking probability can’t not exceed the tolerable loss probability, pioss.
Constraint (3.2) defines tolerable delay, and Constraint (3.3), Constraint (3.4)
represent jitter, system lifetime, respectively. Constraint (3.5), (3.6), (3.7), (3.8),
(3.9) represent the relationships between the service rates, which are shown in

section 3.1.
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Chapter 4. Solution Approach
4.1 Pilot Tests

In this section, we first have some pilot tests to explore the picture of the

problem.

It is clearly that our queueing model mention in Chapter 3 is a variation of
M/M/1 queueing system which is divided into four parts by thresholds and
service rates. In spite of this, we can still approximate the system behavior by

M/M/1 model.

For atraditional M/M/1 moddl,

p,=p" (1—p), n=0,12,.... 4.0

where p = i p <1.And, the system timeisgiven by:
U

(4.2)

As p increases, so doesW, and asp — 1, we haveW — . Generally
gpeaking, in order to lower system time and maintain performance, p will be

some value less than 0.7:
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The probability sum from p, topy, , according to Eq. (4.1), is

Th, Th,

P.=2 P"(1-p

2= () 42
zl_pTha+1

If p=0.7, the first four probabilities, p, + p, + p, + p;, contains more than
half probability of all system. If p =0.5, the sum of the first four probabilities
can exceeds 90%. Thus, we can say that in our system, first service rate, u,,

that determines p and first threshold, Th,, that determines the value of
T,
z p,, dominate the system throughput. Based on this idea, we do some
n=0

numerical experiment that focus on g and Th,, given different power

consumption.

Power Consumption and Power Utilization

Data Rate
El E2 E3 E4

6 14 042857 | 14 042857 | 14 0.42857 | 14 0.42857
9 21 042857 | 22 0.40909 | 21.5 0.41860 | 20 0.45

12 28 042857 | 30 0.4 29 04137 | 27 0.44444
18 42 042857 | 48 0375 | 45 04 42 0.42857
24 56 0.42857|66.5 036090 | 66 0.36363 | 61 0.39344
36 84 0.42857 | 102 0.35294 | 120 0.3 116 0.31034
48 112 042857 | 140 0.34285| 200 024 |221 0.21719

54 126 0.42857 | 165 0.32727| 300 0.18 | 341 0.15835

Table 4.1 Power Consumption and Utilization with Different Service Rates

Table 4.1 is the power consumption rate with different transfer rate, each

set with the most efficient one shadowed and boldface. Figure 4.1 shows the
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power consumption curves: E1 is a horizontal line that power consumption per
bit remains unchanged as the transfer rate increases, E2 keeps linear increasing

as transfer rate increases, E3 and E4 have exponential growth as transfer rate

increases.
7
sl
o A
C ,
S5 . — e —E1
3 4 I —s—E2
pZe e -E3
O 3 — —n . E4
S [x =R =y e+ e
o 2
[
L
1
6 9 12 18 24 36 48 54
Data Rate [Mbps]

Figure 4.1 Power Consumption per Bit with Data Rates

In the following, we exploit the effect from « and Th,. By fixed the
other five decision variables, we plot the objective function values as they

changes.

(i) ServiceRate,

Figure 4.2 is the system throughput as service rate changes with different
power consumption rate, E1, E2, E3, and E4. The summation probability from
Oto Th, and Th, is0.5and0.7. Thevaluesof u,,u,, and u, are54 Mbps.
For power- consumption set E1, the system throughput remains unchanged as
the service rate changes because of the power utilization (Power consumption

quantity / Data rate) is the same. For E2, the highest throughput exists on Data
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Rate = 6, because of the highest power utilization it provides. For E3 and E4,
the highest system throughput is closed to the highest system throughput.

Figure 4.3 is the system throughput with summation probability from 0 to Th,

and Th,, 0.3 and 0.5, respectively.
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Figure 4.2 System Throughput with Data' Rate of p;, where Summation
Probabilities from 0 to Tha and Tho Are 0.5 and 0.7
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Figure 4.3 System Throughput with Data Rate of pl, where Summation
Probabilities from 0 to Tha and Tho Are 0.3 and 0.7

From above figures, it suggests that higher power utilization contributes
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higher system throughput. But different service rates may rearrange the
probability distribution that lead to different system throughput. Thus, the main

factor that governs it should be “average power utilization”. If g, is the

service rate with the highest power utilization, we can say that the best service

rate for , issomeonenear u,. Theword “near” means that the best oneis

not always the one with the highest power utilization. If the power utilization of

the service rate, say 4, , is slightly less then that of 4, , and the data rate of

4, is higher than g, , x4, can contribute to better throughput. That's

because with higher 1, , the probability, summing from O to Th, tends be greater,

which then recursively leads to higher productivity.

(i) Threshold, Thy
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6400 gy

6350 e

6300 L O — - — P(0~Tho)=0.5
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6250 va ---a--- P(0~Tho)=0.9
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System Throughput
~

6150 |

6100

0 0.10.20.30.40.50.60.70.8 0.9
P(0~Tha)

Figure 4.4 System Throughput with Different Summation Probabilities

Figure 4.4 presents the relationship between system throughput and
thresholds. The service rates are 6, 9, 9, and 12, the power consumption set is
E3, and power utilizations are 0.43, 0.42, 0.42, and 0.41. It’'s clearly that system

throughput has little changes as Th, varies. Th,, on the other hand, will keep the
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service rate having higher power utilization with larger probability. In this case,

the highest power utilizationis g, , thus the system throughput increases as Th,

increases.

The service rates of Figure 4.5 are 6, 9, 9, and 12, the power consumption
set is E4, and power utilizations are 0.43, 0.45, 0.45 and 0.44. The highest

power utilization is that of g, and u,, and thus the throughput decreases as

Th, increases.
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6650 | A,
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Figure 4.5 System Throughput with Different Summation Probabilities

From these pilot tests, we can conclude that
1. Thebestvaluefor u, issomeone“near” that with the highest power
utilization.

2. Thytendsto enlarge the probability of the most efficient service rate.
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4.2 Initial Point

For any algorithm searching iteration by iteration, initial point is critical.
Good initial point can save the computational time and provide good
approximation to optimal solution. Bad initia pints, on the other hand, may not

only waste the computational power, but also lead to wrong direction.

According to the pilot test and the assumption that higher transfer rate
consumes more power, we know that when maximizing system throughput, the
value of x4, needs to be low, and Th, needs to enlarge the probability of the
most efficient service rate. Thus, the initial point of service rates should be the
lowest service rate with acceptable delay, so to maximize the throughput and
ensure the QoS at the same time. Take UMTS network for example, available

service rates and their performance are listed in Table 4.2. If the tolerable delay

iswithin 0.03 second, the initial value of 4, , i, , it;, and u, will be 64 Mbps.

Service Rate Arrival
Energy Consumption  Delay(s)

(Mbps) Rate
32 20 8 0.083333
64 20 16 0.022727
128 20 34 0.009259
256 20 75 0.004237
384 20 136 0.002747
768 20 420 0.001337

Table 4.2 Available Service Rate and Their Performance in UMTS network
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On the other hand, since thresholds tend to keep the highest efficient
service rate in largest probability, their initial value can be given by the

summation equation:

> p,=m 0<m<1 (4.4

where m is any arbitrarily value between 0 and 1. And from the perspective of

M/M/1 model, the p, in (4.3) can be approximated as

S =

From preceding equations, we have

[7 == i (4.6)

4.3 Heuristic for the M odd

When solving the maximization programming problems presented in

Chapter 3, we propose a heuristic algorithm to help the searching process.

First, we introduce slack variables, namely S, &, S5, and S, to replace the

complicated terms in Constraints (3.1), (3.2), (3.3), and (3.4). Thus, the
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transformed objective function and constraints are:

Transformed objective function:

Z(IPZ):rnaX A(p5+§_p|0$)2+A§(V_V+Sz_D)2+ (|P2)

A (Var, +S,- ) + A (T-5,-T,)

Subject to:
My 2 1y (3.1)
My 2 [y (3.2)
My 2 (33)
My 2 1y (3.4)
My 2 1y (3.5
S =0 (3.6)
S20 (3.7)
S, >0 (3.9)
S,20 (3.9)
where
S = Ploss— Ps

. [ P JTha { 2 jTho—Tha ( 2 jB—Tm A-p, i':"b:Thaﬂ B ,uzm:mﬂ N

="\ % 1 1, A, AT Mo

S,=D-W

=P () 1 B ()’

(ulz Potis D Putls D, Putiy, D, Pa|—A
n=0 n=(Th,+1) n=Th,+1 n=(Th, +1)°
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w*-(w)
=J-Var, = —
S w W
™, 1 ) (M) 1V v
2 p”(ﬂ ﬂ) L p“[ﬂ ﬂj i
n=0 - n=(Th, +1) - —
d 1 (Tha l) 3 _(W)Z
2 ol) Bl
Pn + Pn
_ n:(Tha+1)d My — A n=Th,+1 My~ A
- W
S, =T-T,
= i Em a _T|_
Th, (Thy) (Thy) B
Elzpn+E3 Z pn+E2 Z pn+E4Z pn
n=0 n=(Th, +1) n=(Th,+1)° n=Th, +1
Combined with the conclusion from pilot tests, the searching operation is
as following:
Initial 1. Theinitia valuesof Th, and Th, are evaluated by
log(1-m
k=19 41 o<met,
)
log| —
H
where mis any arbitrarily value such as 0.3 or 0.5.
2. Theinitial valuesof u, , u,, 1, and i, are given according to the
acceptable delay and the performance of IEEE 802.11g and
UMTS system.

Iteration | 1. Given a set of decision variable values, increase and decrease
two units in iteration, to see whether there is any increment in
objection function.

2. Pick up the value of decision variables that maximized the
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objective function. If there are more than one set values of
decision variables with same objective function, pick the better
QoS one.

Goto step 1.

Stopping

Criteria

If there is no any improvement for objective function or

changes in decision variables, stop the searching procedure.

Table 4.3 Heuristic Operation
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Chapter 5. Computational Experiments
5.1 Case 1: IEEE 802.11g, Non Real-time
Service

5.1.1 Parameters and Experiment Results

Total energy of mobile, E 15000 unit
Thequeuesize, B 50
The arrival rate of packet, 4 0.2 Mbps

Tolerable packet loss probability, P« 0.001

Tolerable delay of each packet, D 10(s)

Tolerable packet jitter, J N.A

System lifetime requirement, T, 1000 time unit

Available servicerate 6,9, 12, 18, 24, 36, 48, 54 Mbps

Energy consumption per time unit, E, 14, 22, 30, 48, 68, 120, 200, 300 unit

Pendlty multiplier, A, A, A,andA, 100000000

Initial service rates 6, 6, 6,6
Summation probability for Th, 05
Summation probability for Th, 0.7

Table 5.1 Parameters for IEEE 802.11g Non Real-time Services
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The parameters smulated |IEEE 802.11g OFDM are listed in Table 5.1,
and Figure 5.1 is the power consumption curve according power consumption
rate listed in Table 5.1. The consumption rate is exponential growth with data

rate, as case E3 and E4 we discussin pilot tests.

($2]

N
N UTw ol UTo oo

I //

ad

w

Energy consume per bit

N

6 9 12 18 24 36 48 54
Data rate [Mbps]

Figure 5.1 Power Consumption Curve of IEEE 802.11g

Suggested by our algorithm, the best transfer rates for u,, i, , 5, and
are 6, 6, 9, 36 Mbps, and the best thresholds value for Th, and Th, is 24. This

contributes to system throughput of 6428.474597, as shown in Figure 5.2.

Zp2)= 6428.474597
Decrease — 6 Mbps

Increase — 9 Mbps

Higher data rate

Lower data rate
— 36 Mbps

— 6 Mbps

B=40

i

Tha=Thy,=24

Figure 5.2 Computational Results for IEEE 802.11g Non Real-time Services
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5.1.2 Result Discussion

Table 5.2 lists the throughput, system life time, and delay with single
transfer rate along with proposed strategy. The transfer rates suggested by our
algorithm are shown in different colors. As we mention in previous section,
QoS and throughput are tradeoff with each other, higher transfer rate gives less
delay, but lower throughput. It is clearly that our model has higher productivity,

and meets the QoS requirement at the same time.

Service Rate Throughput System Life Time Delay (s)

6 6428.571429 1071.428571 2.5

9 6136.363636 681.818182 0.294118
12 6000 500 0.15625

18 5625.000000 ' 312.5 0.080645
24 5294.117647 220.588235 0.054348
36 4500 125 0.032895
48 3600 75 0.023585
54 2700 50 0.020661

G088 6428474507 1071381104 2498902

Table 5.2 |IEEE 802.11g System Performance vs. Proposed Model (Non Real-time

Service)

In order to facilitate the reading, we normalize those numerical data
suggested by our algorithm with its throughput, life time, and delay, as shown

in Table5.3:
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Service Rate Throughput System Life Time Delay
6 1.00002 100.00% 100.04%
9 95.46% 63.64% 11.77%
36 70.00% 11.67% 1.32%

Table 5.3 System Throughput Comparison with Service Rates that Adapted by

Algorithm

For the sake of showing the efficiency of heuristic algorithm we proposed,
Table 5.4 lists the computational results from heuristic algorithm and
exhaustive search. The values of decision variables from heuristic algorithm
have little difference in thresholds andg,, and thus the throughput, system
lifetime, and delay. However, the heuristic takes only 9 iterations
(5°x9=140,625 combinations), which is faster than exhaustive search

(50°x8* =10,240,000 combinations), and more efficient than exhaustive

search.
Heuristic Exhaustive Search
Thy 23 19
The 23 19
Hy 6 6
U, 6 6
M 9 9
Hy 36 54
Throughput 6425.057463 (99.95%) 6428.571429
System Lifetime 1069.704102 1070.728516
Delay 2.460706 2.490436

Table5.4 Comparison of Heuristic Algorithm and Exhaustive Search
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5.2 Case 2: IEEE 802.11g, Real-time Service

5.2.1 Parameters and Experiment Results

Table 5.2 lists the parameters that simulate the IEEE 802.11g system, and

those necessary initial values. We assume that the power consumption rate is

exponential growth with data rate, tolerable delay is 0.15 seconds (because of

real-time service), and tolerable jitter is 0.2 seconds. The initia value for four

service rates is both 24 Mbps, and the probabilities, summation from O to Th,

and Th,, are0.5 and 0.7, respectively.

Total energy of mobile, E
Thequeuesize, B
The arrival rate of packet, A

Tolerable packet loss probability, P«
Tolerable delay of each packet, D
Tolerable packet jitter, J

System lifetime requirement, T,

Available servicerate

Energy consumption per timeunit, E,

15000 unit
30

10 Mbps
0.05

0.15 (s)

0.20 (3)

200 time unit

12, 18, 24, 36, 48, 54 Mbps

30, 48, 68, 120, 200, 300 unit

Penalty multiplier, A, A, A,andA, 100000000
Initial service rates 18, 18, 18, 18
Summation probability for Th, 0.5
Summation probability for Th, 0.7

Table 5.5 Parameters for IEEE 802.11g Real-time Services
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According to the algorithm, the best transfer rates for u,, 1, , 1, and
are 18, 18, 36, 54, and the values for thresholds are 23 and 27. These give a

throughput of 5624.999804, jitter of 0.000588 seconds.

Z1p2)= 5624.999804 Decrease — 15 Mbps
Jitter =0.000588 Increase — 36 Mbps

Higher data rate
Lower data rate
— 54 Mbps
— 18 Mbps
B=40 :

Tho=27  Th,=23

Figure 5.3 Computational Results for IEEE 802.11g Real-time Services

5.2.2 Result Discussion

Table 5.6 lists the throughput, system life time, and delay with single
transfer rate with the proposed model at the last row. The transfer rates

suggested by our algorithm are shown in different colors.

Service Rate Throughput System LifeTime  Delay (9)

12 6000 500 0.5

18 5625 312.5 0.12

24 5294.117647 220.588235 0.071429

36 4500 125 0.038462

48 3600 75 0.026316

54 2700 50 0.022727
18.000002 5624.999804 312.5 0.125

Table 5.6 IEEE 802.11g System Performance vs. Proposed Model (Real-time Service)
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Table 5.6 shows that our transfer strategies not only provide the
advantages of low transfer rates, but also remove the disadvantages of high
transfer rates. Table 5.7 is the numerical data normalized with the performance

of our strategies.

Service Rate Throughput Delay Jitter
18 1 96% 0
36 80% 30.77% 0
54 48% 18.18% 0

Table 5.7 System Throughput Comparison with Service Rates that Adapted by
Algorithm

Table 5.8 shows the computational results from heuristic algorithm and

exhaustive search. The performance of throughput, system lifetime, and delay

is amost the same with each ' other, adthough with different

decision-variable-values.  The heuristic’ agorithm takes only 10 iterations

(Iteration 11 to Iteration 18 provides some alternatives for decision variables.)

that save much more computational power and searching time.

Heuristic Exhaustive Search
Th, 23 24
Tho 27 24
73 18 18
78 18 18
M 24 24
Uy 36 24
Throughput 5624.999804 (99.999%) 5625
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System Lifetime 312.5 3125

Delay 0.125 0.125

Table 5.8 Comparison of Heuristic Algorithm and Exhaustive Search
Figure 5.4 and Figure 5.5 present system throughput as service rate varies
and system throughput with delay time. The performance of proposed
algorithm is very closed to the line of single transfer rate, since the transfer

strategy from the proposed algorithm is the combinations of these single

transfer rates.

7000

6000 AELE\‘\E\ —=8 — Single Tmasfer Rate
5
2 5000 A Proposed Algorithm:Non
2 \E'\ Real-Time
o L .
= 4000 & Proposed Algorithm:
= \K Real-Time

3000

o
2000 :

0 10 20 30 40 50 60

Service Rate

Figure 5.4 |EEE 802.11g System Throughput vs. Proposed Strategy, as

Service Rate Varies

£ 7000
E 6000 AR —X0——802.11, Non Real-Time
§ 5000 - - A —-802.11, Real-Time
* K
@ ¢ Proposed Algorithm: Non
£ 4000 J Real-Time
: 3000 B Proposed Algorithm:
= I Real-Time
T
N 2000

0O 05 1 15 2 25 3

Delay [ms]

Figure 5.5 |EEE 802.11g System Throughput versus Delay Time
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5.3 Case 3: UM TS Network, Non Real-time
Service

5.3.1 Parameters and Experiment Results

The parameters simulate UMTS network are listed in Table 5.9, and
Figure 5.6 is the power consumption curve according power consumption rate
listed in Table 5.9. Packet arrival rate is 20, acceptable delay is within 10
seconds for non real-time service, and system lifetime requirement is 1200 time
units. The power consumption rate is exponential growth with data rate, as the
E3 and E4 discuss in pilot tests. The initial service rates are both 32 Mbps, and

the summation probabilities from 0 to Th, and Th, are 0.5 and 0.7, respectively.

Total energy of mobile, E_ 15000 unit
Thequeuesize, B 50
The arrival rate of packet, A4 20 Mbps

Tolerable packet loss probability, P« 0.001

Tolerable delay of each packet, D 10(s)

Tolerable packet jitter, J N.A

System lifetime requirement, T, 1200 time units

Available service rate 32, 64, 128, 256, 384, 768 Mbps

Energy consumption per timeunit, E, 8, 16, 34, 75, 136, 420 unit

Pendlty multiplier, A, A, A,andA, 100000000

Initial service rates 32,32,32,32
Summation probability for Th, 0.5
Summation probability for Th, 0.7

Table 5.9 Parameters for UMTS Network, Non Real-time Services
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Figure 5.6 Power Consumption Curve of UMTS Networks

The algorithm tells that the thresholds should both be O (thus there is no

U, and u,), and the service rates all are 64 Mbps. These give a throughput of

60000.
Z(|p2): 60000
Decrease — 64 Mbps
Increase — 64 Mbps
Higher data rate  — 64 Mbps Lower data rate
—64 Mbps
1
B=40 :

1

Tha=Th,=0

Figure 5.7 Computational Results for UMTS Non Real-time Services
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5.3.2 Result Discussion

Table 5.10 is the throughput, system life time, and delay with single
transfer rate along with proposed model. The transfer rates suggested by our
algorithm are shown in different colors. The suggested service rates are al 64
Mbps, because the constraints of QoS are quite loose. In this case, the
acceptable delay time is any one less than 10 seconds. However, all the delay
time provided by avaliable service rates are far less than 1 seconds. In this way,
the altorighm will pick up that with highest power utilization. Here 64 Mbpsis
the right one, and the transmission strategy is to transmit with 64 Mbps no

matter the packet volumns to be transmitted.

Service Rate Throughput System Life Time Delay (s)

32 60000 1875 0.083333

64 60000 937.500000 0.022727

128 56470.588235 @ 441.176471 0.009259

256 51200 200 0.004237

384 42352.941176 110.294118 0.002747

768 27428.571429  35.714286 0.001337
e e00  oas0m0 00277

Table 5.10 UMTS Network System Performance vs. Proposed Model (Non Real-time

Service)

The computational results shown in previous section is obtained from our
heuristic that takes only 2 iterations (5°x2=31,250 combinations), and the

values of decision variables are exactly the same with that from exhaustive
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search (needs 6*x50° =3,240,000 combinations). Thus, our heuristic is a

quick powerful one.

Heuristic Exhaustive Search

Tha 0 0

Tho 0 0

th 64 64
My 64 64
Hs 64 64
Hy 64 64

Throughput 60000 60000
System Lifetime 1428.571411 1428.571411
Delay 0.045455 0.045455

Table 5.11 Comparison of Heuristic Algorithm and Exhaustive Search
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5.4 Case4: UM TS Network, Real-time Service

5.4.1Parameter s and Experiment Results

Table 5.12 lists the parameters that ssimulate UMTS system, and those

necessary initial values. We assume that the power consumption rate is

exponential growth with datarate, tolerable delay is 0.012 seconds for real-time

service, and tolerable jitter is 0.05 seconds. The initial value for four service

rates is both 128 Mbps, and the probabilities, summation from 0 to Th, and Thy,

are 0.5 and 0.7, respectively.

Total energy of mobile, E,
Thequeuesize, B
The arrival rate of packet, A

Tolerable packet loss probability, P,
Tolerable delay of each packet, D
Tolerable packet jitter, J

System lifetime requirement, T,

Available service rate
Energy consumption per time unit, E,

Penalty multiplier, A, A, A,andA,

15000 unit
30

28 Mbps
0.05

0.012 (s)

0.05 (s)

400 time unit
32, 64, 128, 256, 384, 768 Mbps
8, 16, 34, 75, 136, 420 unit

100000000

Initial servicerates
Summation probability for Th,

Summation probability for Th,

128, 128, 128, 128
0.5

0.7

Table 5.12 Parameters and Initial Point for UMTS Network, Real-time Services

-59-



Chapter 5. Computational Experiments

Figure 5.8 illustrates the computational results for UMTS rea-time
services. The first two service rates are both 128 Mbps, and the others are 256
Mbps. The value of thresholds, Th, and Th,, are 16 and 22. In this case, there
are many alternative thresholds, they can be any value from 16 to 22. Here we

pick up 16 and 22 for variety.

Zp2)= 56470.588235
Jitter = 0.000017 Decrease — Mbps
Increase — Mbps

Higher data rate
— 256 Mbps

Lower data rate
— 128 Mbps

B=40

7

Thy=22 Th,=16

Figure 5.8 Computational Results for UMTS Real-time Services

5.4.2 Result Discussion

Table 5.13 is the performance with single transfer rates. The service rates
suggested by our strategy are 128 and 256, as listed at the bottom of the table.
The throughput, system life time, and delay are exactly the same with that of
serving with 128 Mbps because the probability of serving with 256 Mbps in our
strategy istoo small. Table 5.14 lists the normalized data to provide an easy

reading way.
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Service Rate Throughput System LifeTime  Delay (9)

32 60000 1875 0.25
64 60000 937.5 0.027778
128 56470.588235  441.176471 0.01
256 51200 200 0.004386
384 42352.941176 110.294118 0.002809
768 27428.571429  35.714286 0.001351
""" 128 6470588235  4L17eA83 001

Table 5.13 UMTS Network System Performance vs. Proposed Model (Real-time

Service)
Service Rate Throughput Delay Jitter
128 1 . I 0
256 90.67% 43.86% 0

Table 5.14 System Throughput Comparison with Service Rates that Adapted by

Algorithm

Table 5.15 presents the computational results from heuristic algorithm and
exhaustive search. Except Th,, the values suggested by heuristic algorithm are
the same with that by exhaustive search. The heuristic algorithm takes only 3
iterations then meets the stopping criteria. These data shows that the heuristic

algorithm isavery efficient and effective one.

Heuristic Exhaustive Search

Th, 16 14
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The 22 22
1 128 128
1L, 128 128
1y 256 256
Hy 256 256
Throughput 56470.588235 56470.588235
System Lifetime ~ 441.176483 441.176483
Delay 0.01 0.01

Table 5.15 Comparison of Heuristic Algorithm and Exhaustive Search

Figure 5.9 and Figure 5.10 illustrate the relationship between throughput
and service rate, and between throughput and delay. The performance of
proposed algorithm is very closed to the line of single transfer rate, since the
transfer strategy from the proposed algorithm is the combinations of these

single transfer rates.

60000 [
- —B— Spec Performance
2 50000 ¢
> A Proposed Algorithm: Non
§ 40000 Real-Time
|-E * ProposedAIgorithm: Real-
30000 F Time
20000

0 200 400 600 800

Service Rate

Figure 5.9 UMTS Network System Throughput vs. Proposed Strategy, as

Service Rate Varies
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Figure 5.10 UMTS Network System Throughput versus Delay Time
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Chapter 6. Summary and Future Work

6.1 Summary

In wireless networks, system throughput has been trade-off with QoS: in
order to maintain the required quality. It usually transfers data with higher
service rate that consume higher energy for those delay-sensitive packets.
However, we have some better choices. to transfer packets by smartly
introducing communication delay. Here delay refers to coding/decoding delay,
buffering delay, or data segmentation and reassembling delay; and the word
smartly means to use intelligent management techniques to guarantee the QoS

requirement.

In this thesis, we first give some introductions of wireless networks and
discussion of low power issues, then propose a transferring strategy that
transmits packets depends on the packet volume buffering in queue. By
introducing two thresholds, the transmission policies are separate into four
parts. According to queueing theory, we developed a mathematical model to
describe the system behavior and performance. Based on the pilot tests, we

design a heuristic algorithm for the solution.
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There are four cases for the problem are studied, which are solved by our
heuristic algorithm to find the solutions. We can see that the performance of our
model is much better than the original ones and meet the QoS requirements at

the sametime.

6.2 FutureWork

There are some more work can be extended from this thesis:

1. The transferring strategy we proposed considers only one queue for
each mobile device. It can be extended to more than one queue, such
as one for data packets, one for streaming packets, and one for video
packets. Packets belong to video or streaming classes have higher
priority than that belong to data packets, and each has their own

transferring strategies.

2. In most cases, mobile devices can determine the channel conditions
according to the failure portion in a period of transmission. The
mobile device can be much more intelligent by stopping the
transmission or transmits with a probability if it detects the channel in

disadvantageous condition.

3. According to queueing theory, service rate should always larger than
arrival rate. Under this constraint, although there are many service

rates available, the reasonable values for u,, u,, @, andu, are
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quick limited. If this constraint can be removed, the analysis can be

much more flexible.

In this thesis, we don't take the strategy switching cost in to
consideration. Strategy switching cost such as modulation switching
consumes power, too. In power saving issues, this can’'t not be

neglected.

The experimental results show that the performance of transmission
strategy with two thresholds is better than that with only one
threshold. It is worthwhile to study how the performance is affected if

we consider cases with more thresholds.
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