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A QoS and FDMA Constrained Base Station Deployment
Algorithm in Voice/Data Integrated WCDM A Systems

The diffusion and demand of mobile communication services are still growing rapidly
nowadays. Users are no longer satisfied with merely speeches but eager to communicate with
each other by multimedia services. That's the reason why the approach to the base station

deployment optimization problem is so urgent and important.

Many researches have been pronounced to solve the deployment problem. We combined
the most important issues, such as downlink SIR constraint, uplink SIR constraint, soft

handover, sectorization, and power control, frequency assignment into consideration.

We developed a mathematical programming model to describe this joint design problem.
It turns out to be a non-linear non-convex mixed integer programming problem. A set of
heuristic solution procedures based on Lagrangian relaxation methods is proposed to solve the

complicated problem.
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Chapter 1 Introduction

1.1 Motivation

In recent years, the success of GSM (Global System for Mobile Communications, the 2™
Generation) has promoted more and more people using communication services. With the
capacity and multimedia application requirements, the 3G (3 Generation) wireless
communications system is burgeoning. Service! providers have been affording huge
investments for network infrastructures and radio spectrum licensing cost. Therefore, a
well-designed base station deployment model and solution in the 3G system is urgently needed.
Many researches have made efforts in this area already and we integrate the important issues

to build our mode!.

There are three basic multiple access schemes. frequency division multiple access
(FDMA); time division multiple access (TDMA); and code division multiple access (CDMA).
The multiple access schemes of GSM technique mixes TDMA and FDMA. The most
promising multiple accesses technique that fulfill 3G wireless communications system is
CDMA, and the CDMA core radio technique is DS-CDMA (Direct-Sequence CDMA)[16] .
We discuss the problem in WCDMA which uses the DS-CDMA as a main technique and take

the FDMA issue into consideration.



The problem of planning Base station placement in GSM cellular systems is broadly
studied and has been matured which is usually simplified by subdividing it into a coverage
planning problem and a frequency planning problem. Considering the 3G environment, the
situation becomes much more complex due to the basic technique difference. We design the
models including suitable parameters and constraints to solve the problem. The detail will be

discussed in the next few sections.

The network planning and capacity management includes five major modules depicted in

Figure 1-1.
Network Performance » Network
Planning » Optimization Monitoring
A .
\ 4

Network Network
Capacity Servicing
Expansion

Figure 1-1 Operation support and capacity management model

This thesis will focus on the Planning, Optimization and Network Capacity Expansion

iSsues.



1.2 Literature Survey

1.2.1 WCDMA technique

In FDMA (frequency division multiple access) system, it employs difference carrier
frequency to transmit the signal for each user. In TDMA (time division multiple access)
system, it uses distinct time to transmit the signal for difference users. In CDMA (code
division multiple access) system, it uses different code to transmit the signal for each user.
Contrary to FDMA and TDMA, CDMA makes all users share the same radio frequency at the

same time by using ‘ code’ to separate different channels.

Direct Sequence Code Division Multiple Access (DS-CDMA) technique is adopted as an
air interfaces multiple access scheme in 3G systems. In DS-CDMA, user information bits are
spread over a wide bandwidth by  multiplying the user data with quasi-random bits (called
chips) derived from CDMA spreading codes. By spread spectrum, the original information
becomes a thin and ineffective dlip of noise transferring to the receiver (Figure 1-2). In other
word, the wideband signal can be below the thermal noise level. When the receiver receives
the modulated signal, it can decode it to get the correct information with the PN code of this

connection. [4]

Spread Spread
energy energy N-gy
Bandwidth Bandwidth Bandwidth

Figure 1-2 Concept of direct sequence spread spectrum

WCDMA, standardized by 3GPP (The 3rd Generation Partnership Project), uses one 5
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MHz frequency band to provide higher data rate services and better coverage, it can support

very high bit rates (up to 2 Mbps) and also can support highly variable user datarate.

In uplink, the
synchronization of the
time is not necessary.

Figure 1-3 Downlink and Uplink Signal

The downlink signal transmitted in WCDMA is the same with the original method. The
base station transmits a combined signal power and the mobiles decode the signal with their
own code. There is a little difference in the uplink. The mobiles are not necessarily
transmitting signals at the same time in WCDMA. Instead, they transmit freely and let the rake

receiver take the job to select the correct signals.

1.2.2 WCDMA interference model, capacity issue

No absolute number of maximum available channels is the main difference between
CDMA to the other mechanisms. The system is typically interference-limited [4] . We have to
calculate the amount of interference to make sure that in both uplink and downlink direction
the signal to interference ratio is satisfied. Signal-to-interference ratio (SIR) is the ratio of the
power of the wanted signal to the total residue power of the unwanted signals which are also
called interference. In order to correctly derive the wanted code, the SIR must be above a

given threshold.

In WCDMA we useE, / N,, energy per user bit divided by the noise spectral density to

represent the SIR [4] .



(E,/N,); = Processing gain of user(or base station) j
N Received Signd in j
Total received power (exclude needed signal)

The major interference to a given cell includes inter-cell interference, intra-cell
interference and thermal noise. The thermal noise is the background noise that exists in nature.
In uplink, the intra-cell interference including inter-cell interference is the total power received
at the base station excluding the wanted mobile power. In downlink, the intra-cell interference
Is the fading effect [4] and the inter-cell interference is the total power received at the mobile

from all other base stations.

A base station has maximum total transmission power. constraint, and so does the mobile
station. The total system capacity will be limited by power constraint. There are two
estimation ways to calcul ate the capacity [6] [12] , but we calculate the power and interference

in the original way in order to get the most accurate result.

“Where is the bottleneck in WCDMA.” is an interest question. In the past, we usually set
the uplink as the critical point and we could see many researches recently set the downlink as
the bottleneck. In [14] , we know that the both uplink and downlink should be considered at
the same time in the indoor situation. We calculate the both way in this thesis to make sure

both uplink and downlink SIR is satisfied.

1.2.3 Frequency assignment issues

FDMA is awell-known schemato avoid interference. We take the FDMA issue in this

thesis into consideration.



As mentioned, WCDMA system isinterference-limited and power-limited. The FDMA
would directly affect the power (interference) issue.

It would be easier to get the whole picture through an example.

Base station A Base station B

1 (2] 3| 4|5 1 (2] 3|4]5

Figure 1-4 FDMA issue

The frequency effect could be easily formulated below.

Mutually covered frequency

Interference = Unwanted power*
Frequency of the unwanted power source

For example, if the base station A uses the 1, 2 and 3 frequency, and base station B uses
the 2, 3, 4, and 5 frequency. The mutually covered frequency is 2 and 3, which is 2 frequencies.

We could calculate the interference mobile stations served by base station B received is

(power from A )* 2 — and the interference mobile stations served by base
3(A uses 3 frequencies)

2
4(B uses 4 frequencies) |

station A received is(power from B)*

1.2.4 Relative Worksin 3G Base Station Deployment

The base station deployment problem with power control is a NP (nonpolynomial)-hard
problem [2] . Heuristic algorithms have been proposed in [3] , and many works use

simulations to solve this problem.

It would be much easier to solve the problem using simulation, but the approach would

6



be much passive as well.

For example, the processin[3] isdescribed in Figure 1-5

Evaluate cell range using max system load, and link budget for user
at the cell edge

A

Coverage limited max. cell range
for specified max system load

A 4

Compuite cell-loading from traffic profile and cell range.

4

Decrease max system load Decrease cell radius
A

X
CoverageLimited | Lessthan Greater than | Capacity Limited

A 4

Compare cell loading with the maximum permissible system load?

Equal to

Cell range known

Figure 1-5 simulation method solving deployment problem

Iteration by iteration, we could find the solution, but optimization is not guaranteed.

Instead, our model guarantees the optimization.

Our model is based on the same concept of[16] , and adds the downlink budget concept

in[17] and take the power constraints further.



1.2.5 Soft Handoff

Soft handover was introduced by CDMA technology. In order to decrease the handoff
time, increasing the SNR (signal to noise ratio) by the combining of the diversity signals [5]
[8] , and decrease the outage probability when the transmission power is constant [8] [10] . We

use SHO (soft handover) in WCDMA instead of HHO (hard handover) in GSM system.
Soft handover gain from the decreasing of the outage probatility:
The soft handover gain and the increase in downlink coverage are considered in [10] .

The soft handover gain is due to the probability of outage caused by slow fading.

Consider the scenario described in Figure 1.6

c | MSC

Figure 1-6 Soft Handover decrease outage probability

When mobile terminal C is on the edge of the two base stations, the HO (handover)
occurs. Due to slow fading, which is caused by multi-path, there would be an outage
probability for SIR requirement is not satisfied. The difference between HHO and SHO is

discussed bel ow.

HHO situation: The MS C can only connect one of the BSs. Therefore, there would be an
outage percentage decided by the connected BS transmission power. If we want the outage

percentage below the acceptable value (e.g. 5%), the connected BS transmission power should

8



be added to amargin value. The margin value iswell known as ‘ hard handoff margin’.

SHO situation: The MS C could connect to both BS A and BS B on the edge. Therefore,
the outage percentage should be incorporated. The outage percentage in SHO is calculated in
[10] . It is the joint probability. And the upper bound of the soft handover margin is

pronounced.

Soft handover gain from the combining signal power :

The process is not the same in the different transmission directions. In the uplink, the
mobile transmits the signals through its omni-directional antenna. The base stations in the
active set can receive the signals smultaneously because of the frequency reuse factor onein
CDMA systems. Then, the signals are passed forward to the RNC [4] for selection. The better
frame is selected and the other is discarded. Therefore, in the uplink, there is no extra channel
needed to support soft handover. In Figure 1-7, the best signal from BS2 is selected and the

other two signals from BS1 and BS3 is discarded.

Figure 1-7 Selection Combining of Soft Handover in Uplink[19]

In the downlink, the same signals are transmitted through both base stations. The
mobile can coherently combine the signals from different base stations since it sees them

as just additional multi-path components, like Figure 1-8. Normally maximum ratio



combining strategy is used, which provides an additional benefit [5] . However, to
support soft handover in the downlink, at least one extra downlink channel (2-way SHO)

IS needed.

O=01+02

Figure 1-8 Maximum Ratio Combining of Soft Handover in Downlink[19]

Soft handover over head:

The cost of SHO is the soft handover overhead, which is caused by the second
connection. When SHO occurs, the second connected BS must assign a channel to the MSin
the downlink and thus occupy an overhead resource. As aresult, in the downlink direction, the
performance of the soft handover depends on the trade-off between the macro-diversity gain

and the extra resource consumption[19] .

1.2.6 Sectorization and Softer handoff

Softer handover is similar to soft handover. The main difference between softer handover
and soft handover is the connection site number. During the soft handover, MS connects to 2
or more sites. M S connects to only one site during the softer handover.

The impact of the base station sectorization on WCDMA is proposed in [13] [18] . The
technique is used in most of the GSM system, and causes different influences in GSM and

WCDMA system.

10



Consider Figure 1-9 below

Figure 1-9 sectorization

The BS is divided into 3 sectors and each sector could be thought as a complete cell for
the frequency of the sector is not to be divided. The sector number should increase the
capacity linearly in theory (the number of users of sectored site divided to the number of users
of omni siteiswell known as ‘ sectorization gain’). But the leaky signal between sectors causes
additional interferences and softer handover overhead. The simulation experiment result in [13]

shows that the antenna should be well chosen to decrease the overhead.

When the sector is considered, the softer handover overhead should be considered as well,

many researches has been proposed to settle the SHO overhead by changing the SHO

algorithm or the setting.

We use the way as [18] to model the sectorization. It use the way like brute force. Figure

1-10 would make it easier to show how we model the problem.

11



Figure 1-10 model sector

Imaging al kinds of sectors combined in a base station, with Lagrangian Relaxation, we
could calculate the priority of al kinds of sectors of a base station, and use the result to set the

sector.

1.2.7 Lagrangian Relaxation

Lagrangian methods were widely used in scheduling and the genera integer
programming problems in the 197098] . Lagrangian relaxation can provide the proper
solutions for those problems. Lagrangian relaxation has several advantages, for example,
Lagrangian relaxation could let us decompose mathematical models in many different ways,
so it is a flexible solution approach. Besides, Lagrangian relaxation solves the subproblems
that we have decomposed as stand-alone problems. In fact, it has become one of the best tools
for optimization problems such as integer programming, linear programming combinatorial
optimization, and non-linear programming. Form now on, we can optimally solve the

subproblems using any proper algorithm [1] [9] .

Lagrangian relaxation permits us to find out the boundary of our objective function, we

can use it to implement heuristic solution for getting feasible solutions. Lagrangian relaxation

12



is a flexible solution strategy that permits modelers to exploit the underlying structure in any
optimization problem by relaxing complicating constraints. This method permits us to “pull
apart” models by removing constraints and instead place them in the objective function with
associated Lagrangian multipliers. The optimal value of the relaxed problem is aways alower
bound (for minimization problems) on the objective function value of the problem. To obtain
the best lower bound, we need to choose the minimization multiplier so that the optimal value
of the Lagrangian subproblem is as large as possible. We can solve the Lagrangian multiplier
problem in a variety of ways. The subgradient optimization technique is possibly the most

popular technique for solving the Lagrangian multipliers problem [1] [9] .

1.3 Proposed Approach

We model the WCDMA base station deployment problem as a linear integer
mathematical programming problem. In this optimization problem, we maximize the total
revenue and get the suitable frequency 'assignment for system operator subject to QoS (SIR)

constraint, power (capacity) constraint.

We will apply the Lagrangian relaxation method and the subgradient method to solve the

problems.

13
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Chapter 2 Problem Formulation

2.1 Problem Description

In WCDMA system, the frequency reuse factor is 1 and the same frequency band is

shared by al users, and is reused in each cell. Because the operator would get more than

5MHz, we add the frequency allocation problem considered in GSM system into this thesis as

well. The amount of interference, delivered cell capacity, and total transmission power must

be calculated.

We can decompose this big problem into following issues.

1.

Base Station Allocation Issue: to alocate the base stations on the candidate
locations to minimize the total cost and maximize the user profit.

Power Control Issue: to decide the transmission power and received power of each
base station.

Sectorization Issue: to determine the sector configuration of each base station.
Homing Issue: to make each mobile terminal connect to the low loading base
station or take off the mobile connection if the deployment cost larger than the users
profits.

FDMA Issue: to decide the frequency assignment to each cell.

15



In WCDMA, uplink and downlink communications in wireless communication systems

use two divided spectrums and we divide the problem in both directions.

The problem considered in this thesis is summarized below:

Table 2-1 Problem Description

» Objective: To plan the WCDMA base station placement considering
maxima revenue.
» Assumptions:
B A mobileterminal could be assigned to the lower |oaded base station.
B Code assignment is not considered (Orthogonal code resource is
infinite).
B Mohbility isnot considered.
B The cost of each candidate place and the profit of each type of user
are known.
B Globa information of al base stations and all mobile terminals is
known
»  Subject to:
B QoS congtraints.
B Transmission power constraints
» Determine:
B Base Station Allocation
B Sectorization Configuration
B Power Control

B Connections

B Freguency Assignment

16



2.2 Notation

Table 2-2 Notations of Given Parameters

Given Parameters

Notation Descriptions
B The set of base stations
B! The set of base stations which could be connected by MS.
The set of traffic types.(In our model, there are two kinds of
! rates)
The set of mobile terminals. (In our model, there are two sets
M M'teT)
M! The set of mobile terminals whose data rate are t.
. The set of mobile terminals whose data rate are t and could
v connect to the sector s, of base station i
The set of type of antenna. sm means m" configuration and n™"
> sector.
The set of configuration of base stations. (In our smulation, the
K configuration of each base station including omni-directional
antenna, two-sector antenna, and three-sector antenna.)
The set of data rates. (In our simulation, there are two kinks of
R rates, voice and data) R’ indicates the r'" data rate of the datd)
types.
A The set of the bandwidth numbers
BN The number of A set.
A’ The set of the bandwidth numbers. Thesetis A plus 0 and BN.
wH WCDMA chip rate in uplink

17



W WCDMA chip rate in downlink
c? The cost of the BS locatesini.
o) The cost of the additional cost to build antenna k
D; Distance between BSi and MSj
D,. Distance between BSi and BSi’
Lp; Path loss between BSi and MSj
Lp:. Path loss between BSi and BS 1’
R The data bit rate of dataratet, R'e R
(pu )t The E,/N, requirement for transmission typet in the uplink
(Por )t The requirement for transmission typet in the downlink
% Activity factor of datatypet
P Thermal noise strength
Pis Maximum total transmission power of a base station
Pus Maximum total transmission power of a mobile station
A Wave length
T Attenuation factor
o Orthogonality factor of mobile terminal in the downlink
H A arbitrary large number
the | Indicator function which is 1 if mobile terminal j can be served

by antenna s, in base station i and O otherwise.

¢|sk,]0’¢iskn(BN+l)

Two artificial numbers which are both always 0.

t

pf

The profit from data typet.

18




Table 2-3 Notations of Decision Variables

Decision Variables

Notation Descriptions
Decision variable which is 1 if BS i is selected to build, O
| otherwise.
a, Decision variable which is 1 if base station i uses K"
configuration.
Decision variable which is 1 if mobile terminal j is served by
i antennas s, of base station i in uplink and O otherwise.
The required received power of sector s, of base stationi . The
P,
power could.
Total transmission power of sector s, of base station i to
e mobile j. The power could be 0 or a number larger than S.
Decision variable which is 1 if the sector s, of base station i
Q%b
take the bandwidth b
Decision variable which is 1 if the sector s, of base station i
Yis.i's, b believes the sector s.,. of base station i' uses the same)

bandwidth b.

2.3 Problem Formulation

Optimization problem (1P1):

Objective function:

ieB
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teT i€Bs§.,€S jeM

subject to:
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a,=0orl (2.17)

VteT
Vie B
s, <a, Vke K (2.19)
VS.€S

Vje Mo

Y=l VieB (2.20)

ke K

VteT
Vie M!
Vie B
Vs, € S

Ois,j < Hhs,i ™~ H (221)

The objective function of (1P1) isto maximize the total revenue calculated by subtracting
the deployment costs from total users profits. In terms of convenience, we can trandlate the

problem into an equivalent description that is to minimize the negative system total revenue.

The set of constraintsis explained bellow.
1) Uplink QoS and power constraints:
This set includes constraints (2.1), (2.2), (2.3), (2.4) (2.5). Each admitted mobile

station should hold its uplink SIR (Qo0S) constraint and its maximum power constraint.
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2)

Constraint (2.1) ensures the uplink QoS. It requires the received power of base station i
divided by sum of received power from all other mobile station plus background noise
power larger than the uplink SIR requirement. Constraint (2.2) ensures the transmission
power of mobile station j not exceeding its maximum power if it connected to the base
station. Constraint (2.3) ensures the connection variable is 0 or 1. Constraint (2.4) ensures
the total connection of a mobile station is less than 1. Constraint (2.5) ensures the

connection in the sector coverage.

Downlink QoS, power constraintsand FDM A constraints

This set includes constraints (2.8), (2.9), (2.10), (2.11), (2.12), (2.13), (2.14), (2.15),
(2.21) and (2.22). Each admitted mobile station should hold its downlink SIR (QoS)
constraint and al base stations maximum power constraint and FDMA constraints.
Constraint (2.8) ensures the sum of SIR been satisfied. It requires the received power
strength of mobile station | “divided by total power from other base stations plus
background noise larger than its downlink SIR requirement if it has connection to base
station. Constraint (2.15) ensures the total power transmitted from a base station not larger
than the power limitation. Constraint (2.21) ensures the power transmitted from the base
station to the mobile stations in its coverage. Constraints (2.9) to (2.13) ensure the FDMA
requirements. 'y’ is an artificia surplus decision variable in order to present the

relationship between the same frequency of two base stations. The existence of ‘y’ could
reduce the complex of the problem for dismiss the multiplication of ¢ , andg., ,.If the
two base stations use the same frequency, ‘y’ should be 1 and 0 otherwise. Constraints (2.9)

and (2.10) ensure the used frequencies been serial and the frequency is discrete.

Constraints (2.11), (2.12), (2.13) and (2.14) ensure the decision variable 'y’ equals the

multiplication of ¢, andg.. .
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3)

4)

Deployment constraints

This set includes constraints (2.16), (2.17) and (2.20). (2.16) and (2.17) ensures the
deployment or the sectorization configuration is built or not. (2.20) ensures the place
where built a base station select just one sectorization configuration.

Relationships between uplink, downlink and deployment constraints

This set includes constraints (2.6), (2.7), (2.18) and (2.19). Constraints (2.6) and (2.7)
present that if the connection between a mobile station and a base station is set up, the
mobile must receive a signal power from the base station. If a base station sent a signa
power to a mobile, there must be a connection.

Constraints (2.18) and (2.19) ensure the connections and the powers only been set when

the sectorization configuration is selected.
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Chapter 3 Solution Approach

3.1 Lagrangian Relaxation

As conventional, we transform the maximization problem to minimization without |oss of
correctness. By using the Lagrangian relaxation method, the primal problem (IP1) can be
transform in the following Lagrangian relaxation problem (LR) where constraints (2.1), (2.4),
(2.6), (2.7), (2.8), (2.11), (2.13), (2.18) and (2.19) are relaxed. For a vector of non-negative
Lagrangian multipliers, a Lagrangian relaxation problem of IP1 is given by an optimization

problem (LR) as below:

Optimization Problem (LR):
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(34)

s ; S s ;*H WteT, Ve M
VieB, s,€S
2 Z% Os.i SFss | vieB, vs eS (35)
teT jeIVItI
; 3.6)
=0orl vieB (
Dt Vs, €S
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BN+1 2 Vie B (3.7)
) (@%nb - ¢'§<nb_l) - 2 Vsm €S
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keK

where u*,u?,u®,u*,u®,u8,u’,u® and U°

multipliers{ug, }.{uf}.{u

3
tiSq

8
1Sl 'Scnb

are the vectors of non-negative Lagrangian

} '{ut‘i‘%ik} '{ut?%i } '{ut?smi } ’{ugsmjk} ’{u

} and {uiimi'@-n-b} . To

solve (LR), we decompose the problem into the following three independent optimization

subproblems.
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3.1.1 Subproblem 1 (related to decision variables p, , X )
min
222 s, (Pu) Ry
teT ieB s,eS
0 * L iT'e
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X, =00rl S : (32)

VteT, VieB (3.3)

pltskn * X]'Sm * Lplzj. S PMS vsme S \v/J c Mti%

To rewrite SUB 3.1, we can get
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According to constraints (3.1, we could change the formula

D 2.2 X, 10D, >, > X because the connection for mobile j to the sector of base

jeM'ieB! 5,€S ieBl §,€S jeM 0

station i would be 0 if it is not in the coverage. Base the formula above, we could solve this

i O e
pitSan[ZZ Z uii'q(n‘(pUL> * s, L .
0eT i'eB s €S B

subproblem by setting indicator[|[M[] = | +uZ +Ud | +Ug. . Let

5 : 6 t
+U,, ;*epsilon—uy, * H - pf

decision variable pfsm discrete and we could exhaustively search all possible value of pi‘% and

get an indicator value. If indicator < 0, we let decision variable x 1, or O otherwise.
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3.1.2 Subproblem 2 (related to decision variables g ;@ . Vie_i..0)
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i (.0 - (zﬁ.smb,l)z =2 vieB (3.7)

e~ Vs,€ S

Vi'e B, Vs, €S (3.8

e S
Yisui'scnb @ Scnb Vie B, Vs,€ S, Vbe A
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To rewrite SUB 3.2, we can get
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8 9
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ieB s5,eSieBs.,eSheA
It isacomplex subproblem and there are four steps to solve the problem.

1. Use exhaustive search to determine al kinds of “summation frequency” configuration.
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When determine  one  configuration, caculate the value  of

DD D B (U g0~ Ui~ U isp) » USe exhaustive search to find the
ieB s, eSheA

minimize value of all composing of summation frequency. We could reduce the

complexity of this subproblem by this way.

2. After determine the frequency configuration, calculate all indicator[M[] =

> 2. (Po )’ {O‘U;%j' %J

0eT j'eM 9%

t

+ug)smj * (pDL )t (1_ 0!)
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P (R, ) (BN) ™

6 7 3
_uti%j - uti%jk + utismj

Lp; and make transmit power ¢ ; be discrete. Since

we could arrange indicator[|M |] from large to small until the indicator value<O or

we exhaust all power then the sort algorithm could be stopped.

2 2 GenV
3. Stll, we have to determine total transmit power <Tm=M to determine the

Zﬂ%d

deA

value of decision variables y. Because the total transmit power here is better less. By

exhaustively searching the total transmit power which is formed from step 2 and the

indicator value should be larger than O, we could determine the values of y,.. -
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deA
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indicator2<0, ;. should be 1 and 0 otherwise. Record the best result during the

isgpb
exhaustive search and find the best solution of total power and y.

4. Calculate the total value and compare the value with other frequency configurations.

We could exhaustively get the minimum configuration.

3.1.3 Subproblem 3 (related to decision variablesl,, a, )

minZ(Ii *C|B+Za,.k*lej

ieB keK

DIPIPIP I PN

teT ieB keK 5,eS jeMi%n
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Subject to:
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To rewrite SUB 3.3, we can get
=min

31, *CE

ieB

+22ak(cf—zz S W -HY Y z]

ieB keK teT 5,€S jeM“Skn teT 5,€S jeMiSknJ
For each base station i, we could calculate all values of all kinds of configuration and

exhaustively get the best one.

3.2 The Dual Problem and the Subgradient Method

According to the weak Lagrangian duality theorem, for anyu:, ,u?,u’,ut u>,u’ >0,
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Zy, (Upy, U2, U3, Uny Upy;, Uy ) is @ lower bound onZ,,. The following dual problem (D) is

mit !

constructed to cal cul ate the tightest lower bound.

Dual Problem (D):

_ 1 2 .3 4 5 6 7 8 9
ZD = max ZD (utism ' utj ’utiqmj ’utisknjk1utisknj 1utisknj 1utisknjk ! uiskni‘sx'n‘b’ uismi'sm.b)
subject to:

1 2 3 4 5 6 7 8 9
Uis, » Uy s, j» Ui, ks Ui, Yhis, > Uis, o Uis s 0 Uisivse 2 O

The most common method for solving the dual problem is the subgradient method. Let g be a
subgradient of Z,, (U, U7, Ug, ;U i Ugs, j2Ugs o Uis oo Us, g 00Utk 5.5 ) - THeN, in iteration k

of the subgradient optimization procedure, the multiplier vector

(i 23 4 5 6 7 8 9 - kil k| 4k ok
”—(thi%’utj’utismj’utismjk’utisknj’Utisknj’Uti%jk1ui%i'sK.n.b’ui%i'sm.b) is updated by 7" =z" +t"g".

h p—
The step size t* isdetermined by t* =5%"‘32(). Zy, isthe primal objective function
g

value for aheuristic solutionand ¢ is constant between 0 and 2.

3.3 Model Extension and M odification

Model Extension:
We omit the effects of soft handoff in this thesis because the computation complexity.

However, we provide the way to model the soft handoff of the SIR combination.

If we let the SIR in both uplink and downlink be decision variables, we could let the
combination of SIR decision variables larger than the needed SIR. The model extension in

downlink could be made as bellow.
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Constraint (a) is similar to constraint (2.8). The symbol ¢ presents avery smal number

and ¢, is larger thang,. These two artificial constants would be useful solving the

Lagrangian Relaxation subproblem.

Constraint (b) ensures the decision variable SIR larger than 0. Constraint (c) ensures the
combination of SIR larger than the actua requirement. Constraint (d) ensures the decision

variable SIR could only be given a number larger than O when the mobilej isin the coverage

of sector s of base stationi.

The subproblem would be the form below.

35




min

W
10—13.4* ¢| x_
Z; ' BN

+(1—a)(z 2 —qi%j'tvq]

GeT jeM"™ jixj Lpij

(Z Z - qi‘s"”‘m* v 'ui'%n'j} z yiskni'%'c
+Z Z reT meM " '&n &

Bl Lo, 2P0

I HPILN
3 3 et

OeT jreM f%n Lp”

Usai *W[;(A%b)
_Lpi (Ryw)'(BN)
|:(pDL )i%j +81}

Y US[(pDL EIDY (pDL)ismj]

teT jeM! ieB §,€S

D202 2 Yis i,

teT ieB keK 5,€S jeM 'l

+Z Z Z Z zui83<ni'5k'n'b(yi3mi'§<n‘b _Q%b)

ieB 5,eSieB s, €SheA

+Z Z Z Z Zugmilsk'n'b (Q%b +¢I'%'b ~1= 2yismi'8m'b)

ieB 5,eSi€B s, €SheA

22 2 2 Ui, s,

teT i€B 5,€S jeMi%n

+&,

The final result of the rewrite of the subproblem would be just as bel ow.
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It is a subproblem which cannot be easily solved. To solve this subproblem, the decision

variable (p,, ) . must be exhaustively searched. Dynamic programming must be used to

iSo ]
solve this problem for al interactivity between ( pDL)i%j and g, ; could not be separated.

Therefore, an agorithm like knapsack must be implemented. We omit the soft handover effect

for smplicity.

M odel M odification:

Though we omit the effects of soft handoff, the computation time is still too slow for
solving our subproblems. We have to make alittle change to the formula.

The idea is to make a mobile station present multi-mobiles. We need to add a constant to

present this modification.

AmU The number of user node | presents.

Both uplink and downlink constraints should be modified as follow.
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The subproblem should be modified as well. In this thesis experiment, we let 1 node |

present 3 users.

3.4 Alternative approach to model downlink SIR problem

and complexity comparison

Thereis another way to model the same problem. Wemake vy, ;.. , =@, ,* @ , inthe

thesis and the subproblem2 is not an easy problem to solve. However, we could make

Yisisouty = Bsp* .o Gs,; 10 make the problem easier to solve. Adding the constraints

below and we could makey, .. o =@, ,*

*
lsenb Gl -

qisknj < max
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The downlink SIR constraint would be modified below.
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Replacing  Yis,i's.'b >~ ZSK bY Vi, ivsnti = (¢|smb + g b _2)*Qmax T0s,j

we could let new LR subproblem?2 be modeled bel ow.
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The constraint y, .. , <0 ; isnot relaxed and there is a simple algorithm to solve the
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problem.
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variables y,.. o, foral 1S, andb if the value <O from this value and we get the full

information of theq, ; indicator value. Let the full information beim ;, and we could

arranging allim, ; until the value <0. Assign the power one by one from large to small; we

could solve the subproblem easily.

Complexity Comparison

The complexity of the origina model is

a1



2
I*S*%(JH*S*F* F+J2+J%+1*S* F*%(J)J and the complexity of the new model

isl*S*%(JH*S*F*F*J+J(J+I*S*F+I*S*F(J))+J2).

Table 3-1 Complexity symbol definition

I Base Station number.

S Total probability of the cells deployment
When K=5, S=10.

F Freguency number.

J Mobile number covered by each cell.

T Exhaustive search the total downlink power

probability. In thisthesis, we divide the total
downlink power in 80 parts equally.

On the surface, the complexity of the origina model is higher than the new one. However,
the experiment result is not so simple. During the iterations of solving the subproblem, the
deployment trend would be more and more apparently and there would be some cells not

chosen for transmitting power. The complexity of the origina model would be
2
I*S*%{JH*S*F*F+J2H"'+I*S*F‘L7(T)ﬂ' in calculating some cells for the

calculation could be left out. However, the new model complexity is not so lucky. For al cells,
the indicator value should be calculated completely and therefore the omission is much less

than the original model. The complexity is
I*S*%(JH*S*F*F*J+J(J+I*S*F+I*S*F(J))ﬂ'“) larger than the original

model.

The required memory of the new model is much larger than the origina too. The results

of the new model experiment are not good as the original model, and therefore we forsake the
a2



way to model the problem even the subproblem could be solved easier.
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Chapter 4 Getting Primal Feasible Solutions

To deal with our problem, we choose Lagrangian relaxation and subgradient method as
our tools. Thus, we can get not only a theoretical lower bound of primal feasible solution, but
also get some hints from solutions to the Lagrangian relaxation problem (LR) and Lagrangian
multipliers resulted from iterations to help us to get our primal feasible solution under each

solving dual problem iteration.

After an iteration solving dua problem, we 'will get a set of decision variable. If the
calculated decision variables happen to satisfy all constraints in the primal problem, a primal
feasible solution is found. However, it may not be feasible in dealing with our problems; for
example, it may violate the constraints that we relaxed before. In addition to being a bounding
procedure of large scale optimization problems, the solution procedure of Lagrangian dual
problems usually provides important implications and nice starting points, which sheds light
on the searching of good primal solutions. In order to ensure the decision variables are feasible,

check or modification is needed, such as drop-and-add heuristics.

Here we propose a heuristic for getting primal feasible solution of this problem. It
includes deployment and sectorization configuration selection, downlink power adjustment

and uplink power adjustment.
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4.1 Heuristic for deployment selection

Throughout the model, we know the decision variable X;, is very important. By

solving SUB 3.3, we determined where to deployment the base station and the sector
configuration. However, we may select none of the candidate base stations as well. To get the

feasible sets of solutions, we must build suitable base stations and sector configurations first.

Here we propose a heuristic based on x;, to get a feasible solution of this problem, it

described in the following Algorithm 4.1.

Table 4-1 Algorithm 4.1: Heuristic for deployment selection

Algorithm 4.1

Step 1.

Step 2.

Step 3.

Step 4.

For each mobile station j, there should be at least one base station
handle it. For each base station not deployed, there would be a record

shows the importance. The importance is calculated by multiplier

u{i‘%jk*xii% for x;, is the most important decision variable and

4

Uik Means the weight of the constraint. If ut‘i‘%jk is large and

4

Xjs, 151 means the trend tend to set a, =1. If uy ;

iis, . Isvery small,

it means the constraint could be omitted and whether x;. or @, is

1 or O is not important.

For each mobile station j, if there is no base station set up for it. The
most important base station in the coverage of j calculated at Step 1
would be deployed.

Just like step 2, the sector configuration would be selected. The
importance of each sector is calculated as step 1.

For each cell of each base sation, ensure al connections
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Step 5.

Step 6.

disconnected if the base station or the sector is not chose and ensure

each mobile connect to the nearest base station if x;,, ~ determined in

subprobleml is 1. If there is a connection, there should be a power

transmitted. If there is no connection, there should not be any power

transmitted. The relationship of Xx;, ~and qg,; should be

maintai ned.

For each mobile station, there should be exactly only one connection
to the base stations.

For each base station deployed, calculate the revenue which is the
building cost subtracting from the total users profits. If the
revenue<0, the base station should not be built and al connections

should be break and all power transmitted should be O.

4.2 Heuristic for Uplink Power Adjustment

For each cell deployed, the received power should be larger than the interference.

If the received power is less than the interference, the received power isincreased if the
adjusted power is less than the maximum power it could received. If there is any mobile
station fail to increase its power for the mobile station power limitation, the connection

between mobile and base station would be broke and so does the transmitted power from the

base station to the mobile station.

If the received power is larger than the interference, we considered to decrease the

received power for random.
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Check the revenue for each base station again. Cancel the deployment of any base station

not profitable.

4.3 Heuristic for Downlink Power Adjustment

The same as uplink, for each connected mobile station, the received power at mobile

station should be larger than the received interference.

If the SIR could not be satisfied, try to increase the power under the total power limitation

or break the connection if there is no surplus power to provideit.

Check the revenue for each base station again. Cancel the deployment of any base station

not profitable.
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Chapter 5 Computational Experiments

5.1 Lagrangian Relaxation Base Algorithm (LR)

This agorithm is based on the mathematical formulation described in Chapter 2. The
relaxed problem is then optimally solved as described in Chapter 3 to get a lower bound to the
primal problem. We adopt a heuristic algorithm to readjust downlink and uplink power
arrangement and solve the deployment problem in Chapter 4. And we use a subgradient
method to update the Lagrangian multipliers. To sum up, the Lagrangian relaxation based

algorithm (LR) is used iteration by iteration as follow.

Table 5-1 The full process of the Lagrangian relaxation based algorithm.

Algorithm 5-1

Step 1. Set configuration for the construct distribution of base stations and
information of every traffic type, and generate mobile users.

Step 2. Calculate constant parameters, such as thermal noise, path loss or
other constants and assign Lagrangian relaxation improve counter to
25.

Step 3. Initialize multipliers.

Step 4. According to given multipliers, optimally solve these problems of
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SUB 3.1, SUB 3.2, SUB 3.3to get thevalueof Z,,

Step 5. According to heuristics of Chapter 4, we get the total revenue, the

valueof Z,
Step 6. If Z, issmall than Z,,, we assign Z;, to equal Z,. Otherwise,

we minus 1 from improve counter.

Step 7. Calculate step size and adjust Lagrangian relaxation multipliers by
using the subgradient method as described in section 3.2.

Step 8. Iteration counter increases by 1. If iteration counter is over the
threshold of the system, stop the program. And, ZIP* is our best

solution. Otherwise, repeat Step 4.

5.2 Parametersand Cases of the Experiment

The parameters used for all cases are listed in Table 5-1. The SIR requirement, revenue and

cost of every traffic type are listed in Table 5-2 and Table 5-3.

Table 5-2 Parameters of the System

Voice activity factor 0.6

Data activity factor 1.0

Maximum power of base station 24W

Maximum power of abase station to a mobile station 0.8W

Maximum power of mobile station 0.2W

Background noise power -164.0+10*log10(W(kH2z))
(indB)

Orthogonality factor 0.5

Attenuation factor 3

Distance for calculate the path loss in attenuation factor2  1km
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Uplink frequency band 10MHz

Downlink frequency band 10MHz

Downlink frequency number 3
Table 5-3 Ey/Ng and SIR Requirement for Every Traffic Type

Uplink Downlink
Traffic Type En/No SIR requirement En/No SIR requirement
(db) (db)

Voice 12.2 kbps 29 0.0062 4.4 0.0088

Data 144 kbps 04 0.0411 2.3 0.0637
Table 5-4 Revenue of Every Traffic Type

Revenue
Voice 12.2 kbps/ 12.2 kbps 30(3 Mabile stations)
Data 144 kbps/ 144 kbps 108(3 Mobile stations)
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Figure 5-1 Candidate base stations and the cost of deployment —25BS
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Figure 5-2 Candidate base stations and the cost of deployment — 64BS

Table 5-5 Cost of each type of sector configurations

Configuration Cost
Configuration 1 Omni directional 300
Configuration 2 @ 600
Configuration 3 @ 600
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Configuration 4 600

Configuration 5 @ 900

In Casel~6 , the number of candidate base station (|B|) are given to 25, and their

distribution in Figure 5-2 in 4.8 km * 4.8 km environment. In Case 7~9, the number of

candidate base station (|B| ) are given to 64, and their distribution in Figure 5-3in 7.2 km * 7.2

km environment. The number of traffic type is 2. The experiment cases list in Table 5-5. Each
case from 1~6 perform 6 rounds and each round runs 500 iterations and each case from 7~9

perform 6 rounds and each round runs 600 iterations.

Table 5-6 Experiment Cases

Number of nodes Ratio of Voice Users Ratio of Data Users
Casel 250(750MS) 5% 25%
Case 2 250(750MS) 67% 33%
Case 3 250(750MS) 50% 50%
Case 4 300(900MYS) 5% 25%
Case 5 300(900MS) 67% 33%
Case 6 300(900MS) 50% 50%
Case7 750(2250MS) 75% 25%
Case 8 750(2250MS) 67% 33%
Case 9 750(2250M S) 50% 50%

5.3 Experiment result

The Lagrangian-based heuristic and the primal one are named “LR” and “SA”,
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respectively. We denote our dual solution as “Z,,”. “Gap” is calculated to evaluate our

Lagrangian-based heuristic. Gap = % * 100%. “Improvement” is our

Lagrangian-based heuristic improvement on the simpler one — SA. Improvement =

HA-LR

* 100% and the Average Time means required time for 500 iterations.

SA is designed based on the “Getting Primal Feasible Solution”, each mobile station is
greedily chosen to the nearby base station and the decision variables x to each sector type are
randomly chosen. Ignore the FDMA effect, SA chooses al 10MHz in both uplink and
downlink. We select the maximum number of mobiles’ choice to decide the sector type. Each
SA value from Casel~6 tests 5000 iterations and each SA value from case7~9 tests 4000

iterations and all of them select the best result.

Table 5-7 Case 1~6 Experiment result (Best: Choose the best LR result)

LR Za SA Gap I mprovement| Time(seconds)

Casel -7668 -10911.4973|-4376 42.30% = [75.23% 2819

Case 2 -8780 -13746.2521|-6410 56.56%  |36.97% 2907

Case3 -9678 -15146.4197\-7118 56.50% |35.97% 2620

Case 4 -9134 -13177.2044/|-6044 44.271%  51.13% 3798

Case5 -11090 -15541.7494|-8356 40.14% 32.71% 3916

Case6 -12054 -18277.4089|-9808 51.63%  |22.90% 3692

Table 5-8 Case 1~6 Experiment result (Average)

LR Z g SA Gap | mprovement| Time(seconds)

Cae2 |g3g |-128000289  |6410 [57.29% [26.96%  |2907

Case3 9657 |[1p5065720  |-7118 |7112% [3567% (2620
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Case4 | g705  |-133053572  |-6044 [53.06% [44.04%  [3798
Case6 | 11555 | 1op456750 9808 |6654% [17.83%  [3692

Table 5-9 Case 7~9 Experiment result (Best: Choose the best LR result)

LR Z SA Gap | mprovement| Time(seconds)
Case7 |-22100 |-33552.7561 |-15796 |51.82% [39.91%  |54123
Case8 |-24882 |-40300.6228 |-18002 |61.97% [38.22%  |50037
Case9 |[-29142 |-49212.5867 |-23452 |68.87% [38.60%  |47942
Table 5-10 Case 7~9 Experiment result (Average)
LR Zy SA Gap I mprovement| Time(seconds)
Case 7 |_p0862 -33360.1703 | 19796 |58 42305 [32.07% 54123
Case8 |.23046 -40758.8171 18002 176 8695 |28.01% 50037
Caed | og752 -49227.7215 23992 |71 219 |22:60% 147942

5.4 Result Discussion

In our computational results, the proposed Lagrangian relaxation base algorithm in most
cases can get remarkable solution quality. Although the gap in Case 7, 8 and 9 is larger than
other cases, the proposed Lagrangian relaxation algorithm still has obvious improvements
compared to the ssimple primal heuristic. Time consumption is another good issue. From case 7
to 9, SA needs more than 4 hours to complete the calculation and could not give any

optimization proof. LR based algorithm would be more powerful when the environment is

larger.
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Chapter 6 Conclusion

6.1 Summary

As WCDMA system have emerged as a promising candidate of 3" generation wireless
telecommunication system. An effective deployment agorithm which chooses good base
station locations not only lower down the cost of deployment but provides service to more
users and gets more revenue. It would provide much benefit to system operators. WCDMA
system has many particular techniques and to the best of our knowledge, there are no

mathematical formulation have proposed and solved both considering these issues.

To solve this problem, we propose an approach to WCDMA base station deployment
problem to maximize the system operator’s revenue while take QoS constraint, capacity
constraint, sector configuration, FDMA and voice/data rate service issues into account. The

outcome of thisthesis will be helpful for system subscribers to make integrated decision.

We can express our achievements in terms of formulation and performance. In terms of
formulation, we model a mathematical expression to describe the deployment problem in
voice/data integrated WCDMA wireless communication networks. We not only formulated the
FDMA constraint which force the frequency continuity but formulated the way FDMA interact

with transmission power. The generic model would be a contribution for WCDMA design with
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FDMA issue. In terms of performance, our Lagrangian relaxation based solution has more

significant improvement than other intentional algorithm.

6.2 FutureWork

There are four points could be discussed further.

First, the FDMA in uplink could be modeled as well. However, the way to model uplink
SIR requirement might have to be changed. As the way we modeled downlink SIR
requirement, the decision variables should be set to MS transmission power but BS received

power.

Second, there might be a brighter way to model the soft handover issue to improve the

performance.

Third, more variable data rates could be considered as well. There might be a trend in
base station deployment issue considering different user allocation. It would be a great

contribution if the trend be discovered.

Last, the growth of users could be an interesting problem. How to consider the growth of

users and lower down the total deployment cost to get the maximum revenue would be a

meaningful problem to investigate.
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