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In this thesis, we try to model the problem of constructing a multicast tree with minimum
cost. Unlike the other minimum cost multicast tree agorithms, this model consists of one
multicast group of fixed members. Each destination member d is dynamic and has a
probability of being active asq, which was gathered by observation over some period of time.
With the omission of node join/leave handling, this model is suitable for prediction ard
planning purpose than for online maintenance of multicast trees. Lagrangean relaxation
method is applied to speed up the solution procedure.
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Chapter 1  Introduction

1.1 Background

The power of Internet comes from its openness that interconnects computers around the
world as long as they follow the protocols. After about one decade of development, this global
data network has somehow revolutionized the way people communicate and the way
businesses are done. Consequently more and more contents are digitalized and are transmitted
over data network today, including video and voice streams. However the application
involving online video and voice require higher quality of transmission and may consume
much more bandwidth over its transmission path, therefore it’s worthwhile that we pay more
attention to the problems that were aroused by such applications.

A very common scenario is that a source may try to send data to a specific group of
destinations, for example a server of video streaming service sending its video stream to all of
its service subscribers. Such traffic group communication is called multicast, as opposed to
unicast and broadcast. The multicast traffic over IP often follows the route of a spanning tree
over the existing network topology, called a multicast spanning tree, taking advantages of

sharing common links over paths destined for different recaivers.

From the viewpoint of network planning, each link in the network can be assigned with a
cost, and the problem of constructing a multicast spanning tree with its cost minimized is

caled Steiner tree problem, which is known to be NP-complete.

1.2 Motivation

From the multicast protocols surveyed in 1.4, we can see that most complexity of these
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protocols comes from dealing with the changing of group members, that is, the joining and
leaving of nodes. The motivation of this thesis would be creating a mechanism for finding and
evaluating the cost-efficiency of a multicast tree with a given network and fixed set of group
members. Also the group members are dynamic in that they might shut-off for a while, and
turn on later. However we do not dea with the complexity node joining and leaving in our
heuristic, instead, the activity for a node in summarized as a probability. Therefore, the model
proposed here tends to be of analytical and planning use. Still, the problem of multicasting has
strong connection with the Steiner tree problem [1], which is a NP-complete problem, the
approach of Lagrangean relaxation is taken to achieve accurate approximation with

sgnificantly reduced computation time.

1.3 Literature Survey

1.3.1 Steiner tree problem

In a communication network, multicast routing takes advantage of multicast routing trees,
over the network topology for transmissions to minimize resource usage such as cost and
bandwidth by sharing links when transmitting data from one node to many destination nodes.
A minimum cost multicast tree is aso referred to as a Steiner tree [1]. In asense, a Steiner tree
is to construct a minimum cost tree for a set of destination nodes in a network with costs on
the corresponding network links. Yet the problem of constructing a Steiner tree is known to be

a NP-complete problem.
1.3.2 Lagrangean Relaxation Method

Lagrangean relaxation method [2] [11]is one of the handiest tools available for solving
optimization problems, such as integer programming problems, linear and nonlinear
programming problems. By relaxing complicating constraints and by placing them in the
objective function with added Lagrangean multipliers, the problem is thus decomposed into

sub-problems that are actudly stand-alone and optimally solvable.

Also the way of how decomposition is done is not unique, there's always freedom for the

modeler to exploit the underlying structure of optimization problem. For minimization
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problems, the optimal value of the relaxed problem is aways a lower bound of objective
function value. Different minimization multipliers can be experimented with to get the tightest
bound. By examining the decision variables and Lagrangean multipliers yielded during
iterations, we may derive a heuristic algorithm for getting primal solution. Therefore,
Lagrangean relaxation has been applied to acquire adequate heuristics for many well-known
NP-complete, e.g., traveling salesmen problem [5]. The power and flexibility makes it an
ideal choice for approximating to a good solution or providing clues for heuristic designing

when the problem is computationdly hard.

1.3.3 Multicast Protocols

There have been so many protocols proposed to support the functionality of multicasting
such as MOSPF, CBT [7] and QoSMIC [8]. Several important rules that may help to
characterize multicast protocols are aggregation rule, tree construction and tree updating [6].
The aggregation rule is the strategy that node is to join the multicast group. The joining node
may connect to the closest node in the group, or to a path shortest to the source node. As for
the tree construction, unicast, BFS and pruned spanning tree may be used. The ypdating of
multicast tree is required when extensive join/leave occurs or change of the network state.

Here is a table adopted from J. |. AlvarezHamelin, P. Fraigniaud, and Alberto Dams's work

[6]:

Aggregation Rule Tree Construction QoS Support
MOSPF Shortest path to source OSPF No
CBT Shortest path to source Unicast No
QosMIC Closest node Explore Multiple paths Yes
and keep good ones

Table 1 Properties of multicast protocols.



Some more heuristics proposed in [9][10] aims at the creation of multicast with

consderation of QoS.

1.4 Thesisoutline
¢ Thisformulation describes the model that consists of one multicast group with an origin
trying to multicast traffics to dl destination members of the group.

¢ The States of receivers are undeterministic. Each destination d has a probability of being
active asq, which was gathered by observation over some period of time.

¢ As a network service provider, constructing a multicast tree with the cost as low as

possibleis a primary concern.

¢ For every link, the cost consists of a fixed link maintenance cost b and transmission

costa, proportiond to link utilization.
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Chapter 2 Problem Formulation

2.1 Problem Description

In this thesis we consider, for a network service provider, the problem of constructing a
multicast spanning tree that sends traffic to receivers (destinations), while at the same time,

the totadl cost resulted by the multicast tree is minimized.

Each destination dT D has a given probability Q, that indicated the fraction of time

that the destination is active, and thus the traffic is to be routed to that node. Such probability
may be acquired by observation of user behavior over a certain a period of time. The cost
associated with a link consists of two parts; 1) fixed cost of connection setup and 2)
transmission cost proportional to link utilization. At the determination of the multicast tree,
utilizations for dl links may be computed, which are used to estimate the total cost.

o
o % =
W o & &

Figure 1 An example of multicast tree construction

NodeD1(r b®»t)D3 D4 D5 D6 D7 D8
Qd 1.000.300.000.700.100.200.000.00

Table 2 The Qd table of the example above
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2.2 Problem Formulation

2.2.1 Notations

Given parameters

D The et of dl destinations in the multicast tree.

N The set of al nodes in the network.

L The sat of dl linksin the network.

l; The st of dl incoming linksto nodei.

Qg The probaility thet the destination d is active.

a, The transmission cost associated with link 7.

b, The connection maintenance cost associated with link ¢ .
Py The st of dl dementary pathsfromr tod T D.
dp Theindicator function whichis 1 if link ¢ is on path p.

Table 3 Given parameters

Decision variables

Y, Liflink 7 isincluded in the multicast tree and O otherwise,
Xo 1if path p isincluded in the multicast tree and O otherwise.

g9, Thefraction of time that the link ¢ is active on the multicast tree.
fd/,‘

1if link ¢ is used by degtination d1 D

Table 4 Decision variables




2.2.2 Objective function

ZIP =min é_ by, +a,9,)

aL

Table 5 Objective Function

The objective is to minimize the total cost associated with the multicast tree, including
the accumulated transmission costs (pay per time unit) and setup cost (pay per connection) on
each link used.

2.2.3 Congraints

9.°1- O qfy) .o
! et d "d /1L (1)
ay £l
o il N 2)
[}
=0
av | ®
a d.x £f
e Tt "L, dl D (4)
[o]
ax=i "ol D ©)
fo £, "/ L"dl D (6)
fy =0orl "yTL"dl D @)
y, = 0orl "L (8)
x, =Oorl "pl P, "dl D 9)
0£g,£1- Q- q,) . os
e rL (10)
Table 6 Constraints
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Congraint 1 | Definesthelink utilization asafunction ofg, and f, .
_ Every node cannot have more than one incoming link. To make
Congraint 2 ,
sure that the result of routing would be a tree.
_ The root node cannot have any incoming link. To make sure that
Congraint 3 ,
the result of routing would be atree.
If link ¢ is not used by destination d, then for all paths pl p,
Constraint 4 passing through/, x,=0.
) For each destination, exactly one path may be chosen to form the
Congtraint 5 _
multicast tree.
_ If link | is not included in the multicast tree, then it worit be used
Congraint 6 W
by any destination. j
_ In the multicast tree if link'l|is used by destination, then f, = 1,
Congraint 7 ,
otherwise f,=0.
. If link | is included in the multicast tree, theny,=1, otherwise
Congraint 8 _ “
Y, =0.
If path p in included in the multicast tree, then x, = 1,
Congraint 9
otherwisex, =0.
Congtraint 10| Redundant congtraint.
Condraint 11 | The cogs associated with dl links are dl greater than zero.

Table 7 Description of constraints
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Furthermore, here is an example of many possible extensions that could be made to this
problem but not discussed in this thesis. Say the dependency among destinations, e.g., the
members of the group can be further divided into subgroups such that the goup members
within each subgroup behave identicaly. The link utilization can be modeled as follows:

g, =1- Q- q.a- O@- 1) Gisthe set of subgroups

m G

i My,

As you may notice that the structure of this formula resembles the constraint for link
utilizetion of (C1), withiits f , replaced with(1- 6(1- f,))-

il Mp,
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Chapter 3 Solution Approach

3.1 Lagrangean relaxation and Subproblems

In order to apply the Lagrangean relaxation, we must first identify a set of complicating
constraints such that the removal of them would simplify the solution procedure. The relaxed
constraints are added to the objective function of the prima problem, multiplied with

Lagrangean multipliers.

In our problem, we relax constraints (C1), (C4), (C6) to form the following Lagrangean

relaxation problem (LR).

Zn@,ba)=mng (by +a,0,)+aa,(Q loyl- g, xf,)- log1- g,))

aL diD

ta abdﬂ(édpﬂxxp_ fde)"'é é%(fde'yz)

o o
AL diD pl Py AL diD

such that (C2), (C3), (C5), (C7), (C8), (C9) and (C10).

The Z, ;can be further decomposed into four sub-problems:

SP1 (Interms of decision varidblex ) ):

mna 4 (4 by d,)x, st (C5), (C9)

diD PP AL

This sub-problem is equivalent to finding the sum of shortest paths from source to
dldi b, taking b, asthe arc weight of the link.
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SP2 (Interms of decison variabley, ):

mnd (b, - &4d4)%, st (C2)

aL di D
To find the optimal value for this sub-problem, for all 4L set y,=1 whenever

(b, - §9,)£0 and (C2) holds.

di D

SP3 (Interms of decision varidble g, ):

mné. (azg( -a, ﬂog(l- g(*)) St (ClO)

aL

This subproblem of minimization can be solved by substituting g, with its lower and

upper bound because the minimum of this function appears at endpoints.

SP4 (Interms of decison varigble f,, ):

mné é @, log(1- g4 xfy, )+ @g - by ) fy) st (C7)

AL diD

Smply subdtitute f,, with 0 and 1 and keep the one thet yields the minimum.
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3.2 Lagrangean Dual problem and Subgradient method

According to the weak Lagrangean duality theorem [4], as long as the LR problem can

be optimally solved, its value of objective function value always provides a lower bound on
primal problem for any LR multiplier m=(a,,b,,q,,) . Therefore, in order to tighten the

lower bound acquired from the solving LR problem, we must experiment with different sets
of LR multipliers iteration by iteration, and the problem of finding the tightest lower bound of
LR problem isreferred to asadud problem, which is defined as below:

Z, = max Zwr@, by.dq4)
a,£0,bg,? 0,qy 20
The subgradient method is used to solve the dual problem Z,. Let a vector < be a
subgradient of Z . In iteration k of subgradient method, the multiplier vector is updated as

follows

mk+l L mk +tkn,i<

Zip - Zo(m)

The step size t“of update is determined by:  t“=d ” k”2
s

, Where ||sk||2isthe
square of the Euclidean norm of the subgradient s“and Z . is the objective function of the

getting prima feasble solution heuriicand 0<d £ 2.

3.3 SimpleAlgorithm

Before starting to solve the dua problem, a ssmple algorithm is needed to provide an
adequate initial upper bound of the prima problemzIP. Dijkstra [3] algorithm is used to
generate a minimum cost spanning tree over the given network, using the connection setup
cost bl as the arc weight of link I. The result yielded thereby is feasible and expected to give
solution of better quaity than arandom guess.
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3.4 Getting primal feasible solution

34.1 Heurigic One

By solving the dual problem optimally we get a set of decision variables that may be
appropriate for being the inputs of getting primal heuristics. However that solution might not
be feasible and thus takes some more modifications. Still another way of devising getting
prima heurigicsisto take the hints of LR multipliers.

In this thesis, two of our getting prima heuristics are created based upon the simple
algorithm proposed in 3.3, by taking the LR multiplier b, as the source of arc weight in

Dijkstra agorithm. For heuristic one, each ¢, inb has all its corresponding b o di D

summed up and taken asthe arc weight of link 7, . The action isillustrated below.

By A .
d;
ds
ds
d;

N .
Re() [

Figure 2 LR multiplier summation as arc weightsin heuristic one

3.4.2 Heuristic Two

Just like heuristic one, getting primal feasible solution heuristic two takes LR multiplier
b, as the arc weights used in the Dijkstra algorithm [3]to generate minimum cost spanning

19



tree However to make sure that tree topology is always resulted, we manipulate b, in a

different way as shown below. Whenever an element in b, is selected as and arc weight and

the link /;is added to the multicast tree, &l the other elements b di Din the same

column are set to zero, making ¢, easier to be selected by other destinations. Also the results

of both heurigticswill belised in 4.1.

Ryl [P PR PR |
d; X1 o
d, 0o X
ds 0
ofo
ofo
ofo
ofo
d; ofo

Figure 3 LR multiplier manipulation in heuristic two
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Initidize
multipliers

Simple algorithm

!

Solve dual problem

v

Get prima
feasble solution

v

Update LB, UB
and Step Sze

v

Figure 4 Flowchart of the steps of solution procedure
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Chapter 4 Computational experiment

4.1 Computational experiment results

The computational tests are based on two kinds of networks: random network and grid
network. Each is provided with instances of size 5, 10, 15 and 25. To verify the optimality of
the solution, we use the gap between LB and UB, respectively yielded by solving dua
problem and solving getting primal feasible solution heuristic. The gap is computed as

follows

*100%

capo (UB- LB)
LB

Grid Network

Figure 5 A sample grid network



Number of iterations 2000

-
Improvement count 15
Ddta 2
Optimdity condition GAP<1%

Table 8 Parameters for Lagrangean relaxation

Getting Pri mal Heuri stic One
#NodelsopolLiBgy UB GAP

5Random 7. 75 7. 750. 00%

5Gr i d 25.9926.048. 22 %

Random39., 8HU4L2 . 47@&. 46 %
Grid 53.8324.77%.75%
Random37. 407 .708. 81%
Srid 47.0488.012.05%
Brid 144.688., 438B. 57 %

N (R (R P

Table 9 Results of Heuristic One

Getting Pri mal Heuristic Two
#NodelsopolLiBgy UB GAP
5Random?7.4847. 753. 55%
5Gr i d 25. 9R16. 04@. 22 %
Random9. 8923. 47@. 47 %

Gr i d 53.83%24.778. 73%
Random37. 1027. 10@8. 01 %
HBrid 38. 0H47 . 31214. 19%
Hrid 146. 013416 . 9 V8 62 %

N (R (R P

Table 10 Results of Heuristic Two
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4.2 Summary and conclusion

According to the computational experiments shown in 4.1, we may be sure that our
LR-multiplier-based getting primal feasible solution heuristics generate adequate solutions
since the gap eventually converges to the acceptable value. To summarize, by relaxing
constraints in the primal problem and optimally solving dual problem, the set of LR
multipliers reveaed iteration by iteration became unique sources for improving our solutions
in getting prima heurigics

The contribution of this research would be quite academic, with the innovative idea of
constructing a multicast tree that adapts to the activity of end usersin a minimization problem,
making the model itself aware of the phenomenon of dynamic user join ard leave without all
the fuss of dealing with it in our heuristic. For this reason, this model is ideal for network
planning purpose. Still the computational results show that the structure of the problem is
suitable for the methodology of Lagrangean relaxation. However this model is still in a simple
form and interested people may come up with quite a few extensions to this simple model

with ease.

4.3 Futureworks

Some additional topics to this problem might be 1) Multiple groups of users and the
behaviors of the members within one group are identical or somewhat correlated. 2) Multiple
trees may be constructed over the network at the same time, with different data-rate demands.
3) Quality-of-service constraints may be added such as: link capacity, hop count and delay
congtraints. 4) Different getting primal feasible heuristics can be invented to produce solutions
with better optimdity.
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