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THESIS ABSTRACT

GRADUATE INSTITUTE OF INFORMATION MANAGEMENT
NATION TAIWAN UNIVERSITY

NAME : YEONG-CHENG TZENG

ADVISER : YEONG-SUNG LIN

Backhaul Assignment and Routing Algorithms with End-to-End QoS
Constraints in Wireless Mesh Networks

Wireless mesh networks (WMNs) are an alternative technology for last-mile
broadband Internet access. To enable multimedia applications such as
video-conferencing and voice over IP (VolP) in WMNSs, the guarantees of
Quality-of-Service (QoS) are very essential. This is because multimedia applications
are very sensitive to delay and delay jitter. If the network is well designed and Internet
gateways are optimally deployed; each ‘mobile host can enjoy QoS-guaranteed

multimedia applications.

In this thesis, we propose the solution to the network service providers’ decisions
on how many backhauls they should deploy and how they assign the paths and
bandwidth for each mobile host with QoS guaranteed. To solve the problem, a
mathematical model is proposed which focuses on generic QoS requirements,
including end-to-end mean delay requirement and end-to-end delay jitter requirement
for each mobile host. The basic approach to the algorithm is Lagrangean Relaxation
and the subgradient method.

Keywords: Wireless Mesh Network, Backhaul Assignment, QoS Constrained

Routing Assignment, Optimization, Lagrangean Relaxation Method.
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Chapter 1 Introduction

1.1 Background

In the past few years, Wi-Fi networks have become increasingly popular. Under
the present wireless network architecture, accessing the Internet through Access
Points (APs) still has some limitations. First, it is expensive to deploy APs. This is
because the cost of wired infrastructure overwhelms AP deployment costs. Second,
mobile hosts need to be immediately close to APs within a short range in order to

access the Internet.

For removing the above-mentioned shortcomings, a new promising technology
Wireless Mesh Network (WMN) is proposed recently, which utilizes wireless
multi-hop communication to access the Internet through a backhaul. The great
advantage of WMNSs is saving the expensive deployment cost of APs. Therefore, the

deployment of WMN:Ss is flexible and low-cost.

WMNs consist of several Transient Access Points (TAPs) and at least one
backhaul. TAPs is responsible for admitting the connection requests of clients and
relaying data traffic between TAPs, while backhaul, the egress of WMNSs, connecting
to internet with wired links. Under the WMN architecture, the data traffic of clients is
conveyed to backhaul by wireless multi-hop communication through TAPs. Then
clients’ data traffic is transmitted to the Internet from the backhaul finally. Figure 1-1

shows the WMN architecture.



I Wired backhauls

QO TAPs

Selected routing paths

......... Wireless links

— Wiired links

Figure 1-1 A mesh network constructed with a BS-oriented and ad hoc structure
connects the wired network via some backhauls and covers a large area via wireless

links.

The wireless multi-hop communication in WMNs has brought remarkable
progress for wireless communication. However, the characteristics of WMN also
cause some other problems at the same time. One of the most important issues is
fairness. In WMN, many clients use the same backhaul to access the Internet,
therefore the throughput a client can enjoy depending on how far is it away from the
backhaul. Client from a longer hops path suffers lower throughput contrast to the
shorter hops one. Therefore, the issue of how to fairly allocate resource in WMN

becomes an important topic.



1.2 Motivation

The new technology of WMN seems to release Wi-Fi’s limitations. However,
APs, as we called backhaul in WMNSs, still take an important role of gateways to the
Internet. Therefore, how to appropriate deploy APs, is still a problem of internet

service providers.

In addition, to enable multimedia applications such as video-conferencing and
voice over IP (VolP) in WMNSs, the guarantees of Quality-of-Service (QoS) are very
essential. This is because multimedia applications are very sensitive to delay and
delay jitter. If the network is well designed and Internet gateways are optimally

deployed, each mobile host can enjoy QoS-guaranteed multimedia applications.

To enable a variety of applications in WMNSs, many researchers are dedicated to
develop new schemes that solve the problems as mentioned above, such as backhaul
deployment, unfairness in wireless environment, and how to satisfy the QoS

requirements in WMNSs. This is also the goal of my work.



1.3 Literature Survey

1.3.1 Wireless Mesh Networks

A WMN is a fully wireless network that employs multi-hop communications to
forward traffic to wired Internet through backhauls. Different from flat ad hoc
networks, a mesh network introduces a hierarchy in the network architecture with the
implementation of dedicated nodes (called wireless routers) communicating among
each other and providing wireless transport services to data traveling from users to
either other users or access points (access points are special wireless routers with a
high-bandwidth wired connection to the Internet backbone). The network of wireless
routers forms a wireless backbone (tightly integrated into the mesh network), which
provides multihop connectivity between nomadic users and wired gateways. The
meshing among wireless routers ‘and access points creates a wireless backhaul
communication system, which provides each mobile user with a low-cost,
high-bandwidth, and seamless multihop interconnection service with a limited number
of Internet entry points and with other wireless mobile users. Roughly and generally
speaking, backhaul is used to indicate the service of forwarding traffic from the
originator node to an access point from which it can be distributed over an external
network. Specifically in the mesh case, the traffic is originated in the users’ devices,

traverses the wireless backbone, and is distributed over the Internet network.

WMN has its own characteristics different from Wi-Fi or wired networks. We
should redesign the routing protocols with respect to these characteristics [3] [4]

[51[11][14].



1.3.2 End-to-end Performance

In [9][15], the authors propose a fairness scheme which includes the following
ISsues:
1. Temporal fairness
The authors allocate resource with respect to the channel access time which to
ensure the fairness amount each data flows. The channel access time is fair,

however the throughput is unfair. We can see the result in Table 1-1.

In the scenario of Figure 1-1, the capacity of link C1, C2, and C3 is 20Mbps,
5Mbps, and 10Mbps respectively. With respect to throughput fairness, the
throughput of flow(1,3), flow(1,2), TA(2), and TA(3) are the same and the delay
time respect to each flow is 0.415s, 0.083s, 0.332s, 0.116s, and 0.167s. With
respect to temporal fairness, the throughput of each flow is 1IMbps, 5 Mbps, 1.25

Mbps, 2.5 Mbps, and the channel access time are the same.

In this example, system operators allocate the resource should consider

throughput and temporal fairness.

Maowd1.3 N
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Figure 1-2 Example scenario for throughput comparison under different fairness

constraints.

Table 1-1 Comparison of throughput of scenario depicted in Figure 1-2 for different

fairness constraints.

Fairness Constrains Flows
flow(1,3) | flow(1,2) | TA(2) | TA(3) | Total
Temporal Throughput(Mbps) 1 5 1.25 2.5 9.75
delay(sec.) 0.25 0.25 0.25 | 0.25 1
Spatial Bias | Throughput(Mbps) 1.66 1.66 1.66 1.66 6.64
& Delay(sec.) 0.415 0.083 0.332 | 0.116 1
Throughput
Spatial Bias | Throughput(Mbps) 2.5 2.5 0.625 | 1.25 6.87
& Temporal delay(sec.) 5/8 1/8 1/8 1/8 1

2. Spatial bias fairness

In multi-hop communication environment, if we allocate the same resource to
every flows. However, the flow with increasing hop counts, the resource allocated to
this flow shared by more hops. Therefore, the performance is decreased. This is so
called spatial bias. The authors propose that allocate the same channel time of fist link
to each flows to remove the spatial bias. This ensure the throughput not be decreased

with more hop counts.

However, in this way, the delay time is increased with hop count increasing.

Clients far away from the backhaul experience longer delay time. We should allocate




the resource with consideration for throughput and temporal fairness at the same time.

Otherwise this work is based on chain topology, this may not be realistic.

1.4 Proposed Approach

We model the problem as linear integer mathematical programming problems.
Then, heuristics are developed and the Lagrangean relaxation method is applied to
solve the problems. We take the subgradient method with finding the extreme points

to solve the Lagrangean relaxation.

1.5 Thesis Organization

The remainder of this thesis is organized as follows. A mathematical formulation
for the Wireless Mesh Networks design problem is first shaped in Chapter 2. Chapter
3 presents the Lagrangean relaxation of the problem and the methods for solving the
Lagrangean sub-problems. Chapter 4 describes how to get primal feasible solutions
and its heuristics of each problem. Chapter 5 is the computational experiments for
each problem. Finally, Chapter 6 is the summary of this thesis and also suggests some

direction for the future works.






Chapter 2 Problem Formulation

2.1 Problem Description

The problem we addressed is to minimize the total cost of backhaul deployment

in WMNSs, while considering the end-to-end QoS requirements of each mobile host.

This problem to be solved is to decide how to deploy backhauls economically
and how to assign mobile hosts to appropriate TAPs. Then, each source TAP is
assigned an appropriate backhaul and a routing path with bandwidth allocation on
each links of the selected path. In addition, the end-to-end QoS requirements of each

mobile host should be considered.

We assume that the network topology including TAP set and mobile host set is
known. The TAPs admit connection requests from mobile hosts and relay data traffic
from other TAPs to associated backhauls. Each TAP is a candidate backhaul, too.
Once a TAP is installed as a backhaul with a wireline, it integrates both functions of
an access point and an egress of WMNSs to the Internet. Then, the data traffic of

mobile hosts is transmitted to the Internet via the backhauls finally.

To deploy the backhauls of entire network while considering end-to-end
performance jointly is not an easy task. Under the goal of min cost of backhaul
deployment, we should install backhauls as less as possible. However, less backhauls
may not fulfil the end-to-end QoS requirements of all mobile hosts. More backhauls

allow mobile hosts to enjoy good QoS, but the backhaul deployment may not be



economical. Therefore, there implies a tradeoff between deployment cost and
end-to-end QoS requirements. And it is the major difficulty of this problem. The

summary of problem description is listed as below.

Table 2-1 Problem Description

Assumptions:

1.  The backhauls integrate both functions of access and backhaul.

2. All flows are transmitted to Internet through backhauls.

3. There is no additional round trip time from the wired Internet.

4.  Mobile hosts to TAPs and TAP to TAP transmission occurs on orthogonal
channels.

5.  The average delay and jitter from one MH to any TAPs can be formulated as a
function of required data rate and link capacity.

6.  The average delay and jitter from one TAP to another can be formulated as a

function of link aggregate flow and capacity.

Given:

1.  The set of all TAPs - also the set of candidate backhauls.

2. The set of all backhaul configurations.

3. The cost of backhaul installation and configuration.

4.  The set of all candidate paths from each TAP to reach backhauls.
5. The set of all mobile hosts.

6.  The required data rate of each mobile host.

7. The QoS requirements including end-to-end mean delay and delay jitter.

10



Objective:

To minimize the total cost of backhaul deployment.

Subject to:

1.  Backhaul assignment constraints
2. Routing constraints

3. Link constraints

4.  Mobile host constraints

5. Capacity constraints

6. QoS constraints

To determine:

1.  Backhaul deployment and configuration

2. Routing assignment of each O-D pairs

3. The source TAP assignment of each mobile host

4. Bandwidth allocation on each link

11




2.2 Notation

The notations listed bellow is the given parameters and the decision variables of

our formulation shown in Table 2-2 and Table 2-3:

Table 2-2 Notation of Given Parameters

Notation Description

14 The set of TAPs which is also the set of candidate backhauls,
where v e V.

K The set of backhaul configurations, where & € K.

Ch The fixed cost to install candidate backhaul 5 into a backhaul.

P The set of paths from original TAP s to destination TAP b,
where p € Py,.

Opuv The indication function, which denote link »v on path p.

C..(packets/sec)  The capacity of link uy.

C. (packets/sec)

C, (packets/sec)

, (k)

0, (k)

F uv(ﬁw, Cuv)

M, uv(ﬂw: Cuv)

The nodal capacity of TAP s.

The air-interface capacity of TAP s.

The cost of building the wired line on backhaul b, which is a
function of backhaul configuration «.

The capacity of the wired line on backhaul 5, which is a
function of backhaul configuration «.

The average delay on link uv, which is a function of aggregate
flow £, and link capacity C,,,.

The delay jitter on link uv, which is a function of aggregate

12



J
N

6, (packets/sec)

rs(packets/sec)

Fns (Hn y I”m,)

Mns (Hn,l" )

ns

M;

M;

flow £, and link capacity C,,.

The end-to-end delay requirement.

The end-to-end jitter requirement.

The set of mobile hosts, where n € N.

The data rate required to be transmitted of mobile host ».

The link capacity from mobile host n to TAP s.

The average delay from mobile host » to source TAP s, which is
a function of required data rate €, and link capacity 7,;.

The delay jitter from mobile host » to source TAP s, which is a
function of required data rate &, and link capacity 7.

An arbitrarily large number.

An arbitrarily large number.

An arbitrarily large number.

Table 2-3 Notation of Decision Variables

Notation Description

Mok 1 if TAP b is selected to be a backhaul with configuration %;
otherwise 0.

Zps 1 if TAP s connects to the wired network via backhaul b;
otherwise 0.

Xp 1 if path p from TAP s to TAP b is selected; otherwise 0.

Vsuv 1 if link uv is on the path adopted by TAP s; otherwise 0.

Kns 1 if mobile host » associates to TAP s; otherwise 0.

as (packets/sec)

7/SMV

The data rate required to be transmitted of TAP s.

The bandwidth allocation of TAP s on link uv.

13



Sy The aggregate flow on link uv.

14



2.3 Problem Formulation

Optimization Problem:

Objective function (IP):

minY > (c, +®@, (k)7

beV kekK

subject to:

ZZQb(k)'Ubk Zzgn

beV kek neN

ank =0orl

keK

Zp S Z Mok

keK

ZZ[,S =1

belV

Z, < Z X,

Pehy

IR

bel peb,

z z puv ysuv

belV pebh,

zzysuv 2 1_277uk

seV velV keK

DD Y SM, (1— Zﬂukj

seV velV keK

Z Z Vow 2 Z yn

seV uelV keK

2.2 v V-1

seV uelV

ZKW =1

seV

Z Ok, <

neN
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VbelV

Vb,seV

VselV

Vb,seV

VselV

Vs, u,velV

YueV

YueV

YveV

YveV

Vne N

VselV

(IP)

(IP1)

(IP2)

(IP3)

(IP4)

(IP5)

(IP6)

(1P 7)

(IP 8)

(IP9)

(IP 10)

(IP 11)

(IP 12)

(IP 13)



g
8
v
IS

seV neN
as _MZ (1_ysuv) < 7/suv
7suv < as

D Vw < S

seV

O S f;{v S CMV

OSJ/SMVSCV

u

z z Vow S Ev

seV uel

VseV

VseV

VseV

Vs, u,velV
Vs,u,veV

Yu,veV

Yu,veV
Vs,u,veV

YveV

zzysub t+a, _M3 [1_277ka§ ZQb (k)nbk VbeV

keK keK
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uel vel’

n,=0o0r1l

z,,=00rl
xszorl

ySMV=Oorl

k,=00rl

Explanation of the objective function:

VbeV,keK

Vb,seV

VpeF, bseV

Vs, u,velV

VneN,selV .

(IP 14)

(IP 15)
(IP 16)
(IP 17)

(IP 18)

(IP 19)

(IP 20)

(IP 21)

(IP 22)

(IP 23)

(IP 24)

(IP 25)

(IP 26)
(IP 27)

(IP 28)

(IP 29)

(IP 30)

The main objective of this problem is to minimize the cost of backhaul

deployment that includes installation cost of upgrading existing TAPs to backhauls

and wireline cost of leasing wirelines on backhauls to the Internet.

16



Explanation of constraints:

1)

2)

3)

Backhaul assignment constraints:

Constraint (1) confines that the total wireline capacity on backhauls should
be equal to or large than the total data rate required to be transmitted of all
mobile hosts. Therefore, all incoming flows from mobile hosts can be
transmitted to the Internet via backhauls.

Constraint (2) confines that each candidate backhaul select exactly only one
configuration or none.

Constraint (3) confines that a candidate backhaul should be installed as a

backhaul firstly, then other TAPs can be assigned to this candidate backhaul.

Routing constraints:

Constraint (4) confines that each TAP s must select a candidate backhaul 4 as
an egress.

Constraint (5) confines that once TAP s selects candidate backhaul » as an
egress, there must paths exist from TAP s to candidate backhaul b.

Constraint (6) confines that each TAP s select exactly one candidate
backhaul as egress, and exactly one routing path to the selected egress.
Constraint (7) confines that once the path p is selected and the link uv is on

the path, then the decision variable y,, must be equal to 1.

Link constraints:
Constraint (8) and (9) are two complementary constraints which confine that
each TAP, except the backhauls, has at least one out-going link.

Constraint (10) and (11) are two complementary constraints which confine

17



4)

5)

that the backhauls has at least one in-coming link.

Mobile host constraints:
Constraint (12) confines that each mobile host is assigned to exactly one
TAP.

Constraint (13) confines that the total incoming data rate from mobile hosts

admitted by TAP s should not large its the air-interface capacity ?

Constraint (14) confines the total incoming data rate from mobile hosts
admitted by TAP s should not large than the data rate required to be
transmitted of TAP s.

Constraint (15) confines the boundries of data rate required to be transmitted
of each TAP.

Constraint (16) confines that the total data rate required to be transmitted of
all TAPs should be equal to or large than the total data rate required to be

transmitted of all mobile hosts.

Link capacity constraints:

Constraint (17) and (18) are two complementary constraints which confine
that the bandwidth allocation of TAP s on link uv should be equal to the data
rate required to be transmitted of TAP s if link uv is on the selected path of
TAP 5. Otherwise, the bandwidth allocation of TAP s on link uv should be 0.
Constraint (19) confines that total bandwidth allocation of all TAPs on link
uv should not large than the aggregate flow on link uv.

Constraint (20) confines the boundries of aggregate flow on link uv.

Constraint (21) confines the boundries of bandwidth allocation of TAP s on

18



6)

7)

8)

link uv.

Nodal capacity constraints

Constraint (22) confines that each TAP’s total incoming data flow from
others TAPs should not be large than its nodal capacity.

Constraint (23) confines that total incoming flow of all backhauls should not

be large than total wireline capacities.

QoS constraints

Constraint (24) confines the end-to-end average delay should be no longer
than maximum allowable end-to-end average delay requirement.

Constraint (25) confines the end-to-end delay jitter should be no longer than
maximum allowable end-to-end delay jitter requirement.

For simplification, we take MM21 model to calculate the intra-TAP mean
delay. And we compute the delay from moble host to TAP by the formulation
proposed in [13]. We assume the delay time is exponential distribution.

Therefore, the delay jitter is the square of the mean dealy.

The Integer Constraints:

Constraints (26), (27), (28), (29), and (30) are the integer constraints of

decision variables.
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Chapter 3 Solution Approach

3.1 Introduction to the Lagrangean Relaxation Method

In the 1970s, Lagrange Relaxation was first introduced for solving large scale
integer programming. Because it is flexible and provides good solutions to these
problems, it has become a wildly used tool for dealing with optimization problems,

such as integer programming problems and even nonlinear programming problems.

Many difficult problems can be viewed as easy problems complicated by a
relative small set of side constraints. By adopting Lagrange Relaxation, the original
hard problem becomes an easier Lagrangean problem after dualizing the set of tangled
constraints with fixed multiplier to the objective function. This new problem can be
further divided into several mutually independent subproblems with its own
constraints. Therefore, we only need to solve each subproblem optimally in some

well-know algorithms within a smaller space [7][8].

The overall procedure to solve the network design problem is shown as in Figure
1-3. They are composed of two procedures, Lagrangean relaxation and subgradient
optimization procedure. The Lagrangean relaxation of the primal problem is
developed first which provides lower bound on the optimal solutions, since we relax
some constraints of the original problem. Then, we use the boundary to design a
heuristic approach to get a primal feasible solution. To solve the original problem
optimally and minimize the gap between the primal problem and the Lagrangean
Relaxation problem, we improve the lower bound by solving the sub-problems

optimally and using the subgradient method to adjust the multipliers at each iteration.
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Then subgradient optimization procedure is used for further improving these solutions

by updating the Lagrangean multipliers.

LB < Optimal solution < UB

Primal Problem
UB

Adjust «

- N

Lagrangian Relaxation Multiplier
Dual Problem

/ \\ —"
l

® @ subproblem

Optimal solution Optimal Solution

Figure 3-1 Lagrangean Relaxation illustration
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1. Find Z” (initial teasible solution), LB = -=

2. Set u'=04 =2

3. Set [terationC ount = 0, ImproveCounter = 0,
MaxIterationC ount, MaxImproveCount

Initialization
Solve Lagrangian

Dual Problem

|

Get Primal {l. Get primal feasible solution (UB) if it cloes

/—%

1. Optimally solve each subproblems

2. Get decision variables

. . not violate relaxed constraints
Solution

l

Update Bounds

l

2

tuning by proposed heuristic, otherwise

2. Check UB,If UB < Z" then Z"=UB

{1. Check LB, If Z D{uk} >LB thenLB=7Z D{uk)

Adj st { IF ((TterationC 011)11t ;;:_I;}fIterahont ount)
. 4. or we-iLR/Lss ) STOL
Multlpllel 2. TterationCount ++

1. IF ImproveC ount
> MaxImproveCount
=2 /2  ImproveCount= 0
2. ImproveCount ++

3. Renew ¢, u,

Figure 3-2 Lagrangean relaxation procedures

23



3.2 Lagrangean Relaxation

We relax Constraints (1), (3), (5), (7), (8), (9), (10), (13), (14), (17), (18), (19),
(23), (24), and (25) and multiply them by the multiplier vectors respectively, which

adds to the objective function as follows:

Optimization Problem (LR):

4

Zy (B s s M 5 15 1] 1 122 100 1 12 10 100 10 ) =

minY > (c, +®, (k)7

belV keK
+ﬂl|:29n _ZZQb (k)'ﬂbk}
neN beV keK
DI WA VA
beV seV L keK

D2 - > xp}

beV selV L pebh

YT {z > y}

seV uelV velV belV peb

> _1—2% —Zzy}

uel’ L keK seV vel

S

uelV | seV vel keK

DITDINS N

vel L keK seV uelV
g =
+Z lus Z en’{ns - Cs :|
seV LneN
M| D0k,
lus nKns as
seV LneN

DD o [a, - M= y,,) =7, ]

seV uel velV
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D e [V — 4]

seV uel velV

DWW AT

uel vel’ seV

beV ek

+Z/J;3 |:zzysub +a, _Mz (1_2771)1{

YT

keK

S S (o Fa (0T

neN selV uel velV’

DI {ZZyWM (fonr G )+ 5, M s (6,.7,,) = J}

neN selV’ uel vel’

subject to:

ank =0orl
keK

Zzbs =1

belV

22 x,=1

beV peh,

22 Y <Y1
seV uelV

25

VbeV

VselV

Vsel

YveV

Vne N

VseV
VseV
Yu,veV
Vs, u,veV
YveV
VbeV,keK
Vb,seV

VpePB, bseV

(LR)

(1P 2)

(IP 4)

(IP6)

(IP 11)

(IP 12)

(IP 15)
(IP 16)

(IP 20)

(IP 21)

(IP 22)

(IP 26)

(IP 27)

(IP 28)



Vo =0o0r1l Vs,u,velV (1P 29)

k,=0o0rl VneN,seV . (1P 30)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Where lu ’ ILIbS ! lubs ! /usuv’ luu ! luu ’ luv ’ lus ’ lus ’ lusuv ! lusuv ' ll’luv ! /ub ' luns ' and /uns are the

vectors of non-negative Lagrangean multipliers. To solve the LR, we decompose the

problem into the following six mutually independent and easily solvable optimization

subproblems.
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3.2.1 Subproblem 1 (related to decision variable #;;)

Objective function:

Zossr (1 10500 15 115 111, 1417 )

= mi”ZZ{% +@, (k)= O, (k) = w2 =y + Ml +

beV keK seV

+(My =0, (k) 14 | (SUB 3.1)
subject to:
> iy =00r1 VbeV (1P 2)
keK
My =0orl VbeV,kek. (IP 26)

(SUB 3.1) can be further decomposed into || independent subproblems. For

each candidate backhaul 5,

mmz{ch+cbb(k>—Qb<k>ﬂl—zﬂ;—u:+M1u:+uz+(M3—Qb<k>>ﬂf]mk

kekK seV

(SUB 3.1.1)
Subject to:
S i =0o0rl VbeV (1P 2)
kek
My =0orl VbeV,keK. (IP 26)

For each (SuB 3.1.1), we calculate the coefficient

(CﬁCDb(k)—Qb(k)ﬂl—Zﬂfs—ﬂ§+Mw§+ﬂZ+(M3—Qb(k))ﬂ23j of 1, for

seV

each configuration £. Then we find the smallest coefficient for all configuration & of
candidate bachhaul 5. If the smallest coefficient is negative then set the corresponding

n,. tobe 1 and the others to be 0, otherwise set all configuration & to be 0.

27



3.2.2 Subproblem 2 (related to decision variable z,)

Objective function:

Z 32 (ll’l}i‘ i )

=min>" | ul + 1y, |z, (SUB 3.2)
seV beV
subject to:
25 =1 VseV (1P 4)
beV
z,, =0o0rl Vb,seV. (IP27)

This problem can be further decomposed into |V] independent subproblems. For

each source TAP s,

min Y[ w2, + s, |z, (SUB 3.2.1)
belV

Subject to:

25 =1 VseV (1P 4)

beV

z,,=00r1 Vb,seV. (1P 27)

The algorithm to solve the decomposed subproblem is stated as follows:

Step 1: Compute the coefficient (. +4;, ) of zy for each candidate backhaul b,

and sort it in ascending order.
Step 2: Select the first order coefficient and assign the corresponding decision

variable z;, to 1 and others to O.
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3.2.3 Subproblem 3 (related to decision variable x,)

Objective function:

Zp33 (/u:s M )

=mind> > > {—,ul‘:’s +22yg‘w5pw}xp (SUB 3.3)

seV beV peP, uel vel

subject to:
Z Z x, =1 VseV 4)
beB pehy
x,=00r1l VpePB, beB,sel. (28)

This problem can be further decomposed into |V] independent shortest path

problems with non-negative arc weights. Each shortest path problem can be easily

solved by the Dijkstra’s algorithm. If the coefficient of x, is negative, then set x,

to 1, otherwise 0.
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3.2.4 Subproblem 4 (related to decision variable a;)

Objective function:

9 10 11 13
Zsu/73.4 (/uv ' lusu\ﬂ lusuv’ lus )

SIS 3 WS 3 Wl (SUB 34)

seV uelV vel’ uelV vel’
subject to:
0<a <C, VseV (IP 15)
da=>0, VseV. (IP 16)
seV neN

The proposed algorithm for solving (SUB 3.4) is described as follows:
Step 1: Reset all a, to 0.

Step 2: For each TAP s, we compute the coefficient

[—ﬂs FT Y S +u:3j Vel 8

uelV vel’ uelV vel”

Step 3: Find the unset a, with smallest coefficient. If found, then set it to Z

else stop.
Step 4: Repeat step 3 until the total data rate required to be transmitted of all
TAPs is equal to or large than the total incoming flow of all mobile

hosts.

30



3.2.5 Subproblem 5 (related to decision variable y,,,)

Objective function:

10 11 12 13
ZsubS.S (/usuv ' lusuv7 luuv ’ luv )

=min "> [ st + s+ 11+ 187 |V (SUB 3.5)
seV uel vel’
subject to:
0<y.,.=<C, Vs,u,veV (IP 21)
3> v <C Yvel. (IP 22)

seV uelV

This problem can be further decomposed into |V] independent subproblems. For

each source TAP v,

min > [ -0, + w4 42+ 1 | v (SUB 3.5.1)
seV uelV

0<y, <C, Vs,u,veV (IP21)

> V<G Yvel. (IP 22)

seV uel’

The proposed algorithm for solving (SUB 3.5.1) is described as follows:
Step 1: For each TAP v, we compute the coefficient (—yﬁfv T S yis)

for each y

Step 2: For all incoming links of TAP v, we find the smallest coefficient. If the
total incoming flow of TAP v does not exceed the nodal capacity C,
and the smallest coefficient is negative then we set the corresponding
7., t01.Repeatstep 2 forall TAP v.

Step 3: Set the other incoming flow y_, toO0.
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3.2.6 Subproblem 6 (related to decision variable y,,, and £,,)

Objective function:

4 5 6 7 10 14 15 12
Zsu/73.6 (ﬂsuv’ ﬂu ! /Llu ! ﬂv ! ﬂsuv’ ﬂns ! ﬂns ! /’luv )

iS5 T (1)

uel vel’ | seV neN

+D UM, fw,Cw)jym S | (SUB 3.6)
o
subject to:
2. Ve SV]-L VeV (IP 11)
Pz
0<f, <C, Yu,veV (IP 20)
Vaw=00r1 Vs,u,veV . (IP 29)

This subproblem is complicated 'due to the coupling of ys,, and f,. It can be

further decomposed into |V>< V| independent subproblems. For each link uv,

seV

min |:Z( lusuv ILI + ILI lll &+ MZlusuv + Z /uig uy. j(uv' uv Z lulsM ﬁlv' uy )Jysuv

= oy
12 o] (SUB 3.6.1)

Subject to:

22 Y <Y1 VveV (IP 11)

prdr

0<fr,<C, Vu,veV (IP 20)

Vaw=0o0r1 vs,u,veVl. (IP29)

For each (SUB 3.6.1) can be solved analytically [2][6] by the algorithm stated as

follows:
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Step 1: Solve y,,,(f.,) == 4, =t + pty — i + Myt + 12°F, (£,,.C,.)

beV

+u;'M, (f,,.C, )=0 foreach TAP s, call them the break points of

f;w :

Step 2: Sorting these break points and denoted as £, f2,..., f.

Step 3: At each interval, f! <f </t y (f,)is 1if =D 48 —pt+u

beV

_/’l\? +M2/’ls7uv + :L{:OF;N (fi;v’ Cuv ) + /’éle (ﬁw 1 Cuv) S 0 and OtherWISe O

Step 4: Within the interval, £ <f < £ we can take calculus to find the

local minimal.
Step 5: The global minimum point can be found by comparing these local

minimum points.
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3.2.7 Subproblem 7 (related to decision variable x,,)

Objective function:
Z, i (1215t 1117
=min Y 3| 0,48 + 0,1 + 1 F o (0,7, )+ 122 M s (6,,7,,) [, (SUB 3.7)
ne sev
subject to:
Yk, =1 VneN (IP 12)
sev
K,=0o0rl VneN,seV. (1P 30)

This problem can be further decomposed into |N| independent subproblems. For

each mobile host #,

min Y[ 6,4 + 0,1 + @i F o (6,1, )+ s Mo (0,,7,,) |, (SUB 3.7.1)
seV

Subject to:

Dk, =1 VneN (IP 12)

seV

kK, =0orl VneN,seV. (1P 30)

The algorithm to solve the decomposed subproblem is stated as follows:
Step 1: Compute the coefficient (9,47 + 0,47 + 11t Fus (6,.1,, )+ 1 Mos (6,.7,,)) OF
Kk, foreach TAPs.

Step 2: Find the smallest coefficient, then set the corresponding decision variable

x . to 1 and others to O.

ns
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3.3 The Dual Problem and the Subgradient Method

According to the weak Lagrangean duality theorem, for any

12

s By b H s B s B J 3 3B s Fos Fo s 1y A+ iy 20, the: objective value

4

OF  Zy (1 4l bl Bl 1 115 1] 5 1 i o 102 40, 100 425) T @ lower
bound of Z,. Based in problem (LR), the following dual problem (D) is then

constructed to calculate the tightest lower bound.

Dual Problem (D):
Ziy = MQX Z, (111, s My M 13 115 15 1 B B 12 107 1000 185 )
subject to:

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
/u ’ﬂb.s’ﬂbs’ﬂsuv’ﬂu’ﬂu’ﬂv ’lus ’lus ”usuv’lusuv’luuv’lub ’luzs’/uns 20

There are several methods to solve the dual problem (D). One of the most

popular methods is the subgradient method which employed here. Let the vector g be
a subgradient of - Z,, (4, 4ty s 143 s 1] 1S 115 By M i 15 150 101 -

Then, in iteration & of the subgradient optimization procedure, the multiplier vector

k 15

T = (s B B 1 105 1) 105 1 a0 1y 112, 40° 0 425 ) TS updated by

VAR 4
( » Hngle(ﬂk))' z"

the primal objective function value for a heuristic solution (an upper bound on Z,,)

7t =rx" +1*g". The step size * is determined by ¢ =24

is

and A isaconstant where 0<A<2.
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Chapter 4 Getting Primal Feasible Solution

4.1 Lagrangean Relaxation Results

By applying Lagrangean Relaxation method and the subgradient method to solve
the complex problem, we can get a theoretical lower bound of the primal problem and
some hints to get a feasible solution to the primal problem. Because some difficult
constraints of the primal problem are relaxed by using Lagrangean Relaxation method,
we can not guarantee that the consolidated result of the Lagrangean Relaxation
problem is feasible to the primal problem. We have to ensure that it is a feasible
solution, which is satisfied with all constraints of the primal problem, if not, we have

to make some modifications.

4.2 Getting Primal Heuristic

We take the major decision variable, 7,, , into consideration. Accorading to 7,, ,
we can obtain which TAPs should be installed as backhauls in each Lagrangean
Relaxation iteration. We count the frequency that each TAP should be installed as a
backhaul iteration by iteration. Because the maximal data rate that a backhaul can
process limits to the sum of its nodal capacity and air-interface capacity. And the total
maximal processing data rate of all backhauls should not be less than the total data
rate required to be transmitted of all mobile hosts. Therefore, we pick up TAPs to be
installed as backhauls with frequency in ascending order, until all backhauls’ maximal

processing data rate do not less than the total data rate request from mobile hosts.
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After initiate the backhaul deployment, we should assign mobile hosts to
appropriate TAPs. Therefore, we can obtain the data rate required to be transmitted of
each TAP. Then, we run routing heuristic for TAPs to decide backhaul assignment and
routing paths selection. Besides, the initiated backhaul deployment may not be

feasible. Thus we propose add backhaul heuristic to get the feasible solution.

Table 4-1 Getting Primal Heuristic Algorithm

Stepl: Initiate backhaul deployment according to decision variable 7,, .

Step2: Run A4ssign _Mobile Host Heuristic.

Step3: Run Routing Heuristic.

Step4: Go to step 5 if all TAPs can route to associated backhauls without violating
end-to-end QoS requirements.

Step4.1: Run Add Backhaul Heuristic.

Step4.2: Go back to step 2.

Step5: Calculate total cost of backhaul deployment.

4.2.1 Assign Mobile Host Heuristic

By decision variable «

ns !

we can decide how to assign mobile hosts to
associated TAPs. Some TAPs may violate the air-interface capacity due to admit too
many mobile hosts. For getting feasible solutions, the mobile host assignment should

be adjusted.

If a mobile within the access range of a TAP and a backhaul at the same time, the

mobile host should try to access the backhaul first. Therefor, the mobile host can get
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into the Internet via the backhaul directly and doest not experience the poor
performace of wireless multi-hot transmition. We describe the detail procedures as in

Table 4-2.

Table 4-2 Assign Mobile Host Heuristic Algorithm

Stepl: Initiate mobile host assignement according to variable «, .

Step2: Find a TAP that violates the air-interface capacity most seriously. If not
found, Stop.

Step3: For each mobile host, we try to reassign to another TAP and calculate the
coefficient of x . Then, we find the mobile host with smallest coefficient
and reassign to the relative TAP. Repeat step 3 until this TAP does not
violate air-interface capacity.

Step4: Repat step 2 and 3 until all TAP do not violate air-interface capacity.

Step5: For each backhaul, we' reassign the nearby mobile hosts with smallest
coefficient x,, of to the backhaul one at a time until cannot admit one

mobile host without violating the air-interface capacity.

4.2.2 Routing Heuristic

The basic idea of routing heuristic is that if the end-to-end QoS performance of
one TAP is close to its QoS requirements, this TAP should route first. This means the
TAP with tightest QoS has less flexibility in routing path selection. In the following,

we show the detail procedures in Table 4-3.

Table 4-3 Routing Heuristic Algorithm
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Stepl: Set the arc weight for each link to be the coefficient of variable x,. and run
Dijkstra’s algorithm to get the shortest path from each TAP.
Step2: Choose a path with the tighest QoS performance.

Step3: Repeat step 1 and 2 until all TAP have a path to a backhaul.

4.2.3 Add Backhaul Heuristic

The basic idea of this heuristic is that if a TAP locate at the place that many
traffic flows may pass through, this TAP is at a proper location for installed as a
backhaul. This means many other TAPS’ data flow can reach to this TAP. We denote
the times of reaching by other TAPs as “reachability”. Therefore, we calculate each
TAP’s reachability, then we pick the highest reachability value for backhaul deploy.

We show the detail procedures in Table 4-4.

Table 4-4 Add Backhaul Heuristic Algorithm

Stepl: Initiate all TAPs’ reachability counter to zero.

Step2: Find a TAP that admits data flow from mobile hosts but not be assigned to
any backhaul. If a TAP without assigned backhaul found, we run Dijkstra’s
algorithm to get the shortest path tree and check end-to-end QoS from root to
any other TAP on this tree. Then, we increase reachability counter of the
TAP without violating end-to-end QoS requirements. Repeat step 2 until all
TAPs are assigned to associated backhauls.

Step3: Select the TAP of highest reachability counter, and installed it as a backhaul.
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Chapter 5 Computational Experiments

In this chapter, we conduct several computational experiments to examine how
good of the quality of our solution approach. In the mean time, for the purpose of

evaluating the solution quality, we implement three simple algorithms for comparison.

5.1 Experiment Environment

The computational experiments program has been written in C an using a
Pentium 1V 3GHz, 1024MB, Windows 2000 Server Pack4 environment. Table 5-1

shows the general parameters and test platform for the experiments.

Table 5-1 Parameters of Lagrangean Relaxation based algorithm

Number of iterations 2000
Improvement counter 40
Begin to get primal feasible solution 1
Initial upper bound 0
Initial scalar of step size 2
Stopping step size 10°

5.2 Simple Algorithms and Metrics

We implement Random Algorithm as Simple Algorithm 1 (SA1) and Greedy

Algorithm as Simple Alogrithm 2 (SA2). SAl deploy backhaul and decide the
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sequence of paths selection randomly, while SA2 chooses mininum deployment cost
backhaul and minimum data flow first. We also implement Simple Algorithm 3 (SA3)
which chooses minimum usage of network resources first and use the same deploy
backhaul manner as LR in order to conserve the righteousness for comparison with

different sequence of paths selection.

We denot the dual solution as “Zdu” and Lagrangean-based heuristic as “ZIP”.

We use two metrics — “Gap” and “Improvement Ratio” to evaluate our solution

ZIP —Zdu

*100% and Improvement Ratio is
Zdu

quality. Where Gap is calculated by ‘

SA—-LR

calculated by ‘ ‘*100% .

5.3 Experiment Scenarios

In order to test the solution quality of our algorithm, we design several scenarios

with different feature.

1. Grid Network with Different Number of TAPs
2. Random Network with Different Number of TAPs
3. Hexagonal Network with Different Number of TAPs

4. Random Network with Different Data Flow
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5.4 Grid Network with Different Number of TAPs

Table 5-2 Experiment Result of Grid Network with Different Number of TAPs

Lower | Upper
Number Gap Imp Imp Imp
Bound | Bound SAl SA2 SA3
of TAPs (%) Ratio Ratio Ratio
(LB) (UB)
9 36.9883 42 | 13.5451 67 |363276| 58 |254514 | 47 |10.6383
16 57.9986 73 25.865 148 | 50.5513 | 102.25 | 25.7326 | 85.5 | 14.5687
25 88.8848 | 115 | 29.3808 | 242.75 | 52.4429 | 150.75 | 23.3527 | 140 | 17.3277
36 127.9923 | 165.5 | 29.3046 | 382.25 | 56.1835 | 235.25 | 29.4524 | 195.5 | 14.6658
49 174.1973 | 227 | 30.3122 | 499.25 | 54.5026 | 340 |32.8883 | 252 | 9.5064
64 2277.5465 | 294.5 | 29.424 | 7705.75 | 58.2366 | 489.25 | 38.517 | 334.5 | 11.7779
81 287963 | 378 | 31.2668 | 893.25 | 57.6308 | 626.5 | 38.54 | 430.5 [12.1793
1000
o 800 |
S SAl
g 600 F —— SA2
% e / >
O —s—]R
[
200
0
9 16 25 36 49 64 81
Num. of TAPs

Figure 5-1 Deployment Cost of Grid Network with Different Number of TAPs
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5.5 Random Network with Different Number of TAPs

Table 5-3 Experiment Result of Random Network with Different Number of TAPs

Lower | Upper
Number Gap Imp Imp Imp
Bound | Bound SA1 SA2 SA3
of TAPs (%) Ratio Ratio Ratio
(LB) | (UB)

9 36.9967 | 37.75 | 2.0358 | 65.75 | 42.0311 49 1229166 | 40 4.6875

16 57.9756 69 | 19.0158 | 130.75 | 46.6676 | 100.75 | 29.7079 | 81.25 | 14.3443

25 88.8375 | 108.75 | 22.4133 | 255.5 | 57.1153 | 149.75 | 26.6139 | 122.25 | 11.0261

36 127.9523 | 158.75 | 24.0696 | 412.75 | 61.0547 | 239.25 | 32.9324 | 182.75 | 12.9864

49 1741718 | 212.5 |22.0059 | 556 | 60.989 | 304.75 | 27.4739 | 240.25 | 11.0291

64 225443 | 2755 | 222522 | 794.5-| 64.414 | 436.25 | 36.0423 | 312.5 | 11.7484

81 286.2353 | 363.5 | 27.0045 | 890.75!| 58.3753 | 499.75 | 27.2184 | 428.5 | 15.0948

1000
_ 800
8 SAl
g oo s
2400 |53
8 —I—LR
= 0

0

9O 16 25 36 49 64 8l
Num. of TAPs

Figure 5-2 Deployment Cost of Random Network with Different Number of TAPs
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5.6 Hexgonal Network with Different Number of TAPs

Table 5-4 Experiment Result of Hexgonal Network with Different Number of TAPs

Lower | Upper

Number Gap Imp Imp Imp
Bound | Bound SAl SA2 SA3
of TAPs (%) Ratio Ratio Ratio
(LB) | (UB)
7 30.9747 31 0.0816 | 41.5 [252694 | 41 |24.3902| 31 0

19 67.2586 | 79.5 | 18.1986 | 149.5 |46.3068 | 112.5 |28.7871 | 92 | 13.1828

37 131.5258 | 158.5 | 20.5088 | 305.25 | 47.6052 | 229.25 | 30.473 | 186 | 14.7594

61 216.851 | 265.5 | 224345 | 526.5 |48.5793 | 372.75 | 26.3505 | 295.5 | 9.9916

91 323.499 | 405.5 | 25.3483 | 768.75 | 46.6027 | 635.25 | 35.5417 | 440.5 | 7.9184

800
700 P
Z sa
5 _a ——SA2
£ 400
g 200 | LR
100 |
0
7 19 37 61 91
Num. of TAPs

Figure 5-3 Deployment Cost of Hexgonal Network with Different Number of TAPs
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5.7 Random Network with Different Data Flow

Table 5-5 Experiment Result of Random Network with Different Data Flow (49

TAPs)

Data Lower | Upper

Gap Imp Imp Imp
Flow Bound | Bound SAl SA2 SA3

(%) Ratio Ratio Ratio
(1) (LB) | (UB)
0.25 | 46.71955 | 71.25 | 52.5033 | 250.5 | 59.3537 | 121.75 | 34.9322 | 76.25 | 5.8769
0.5 87.1013 | 115.75 | 32.8912 | 303.5 | 57.2032 | 177.75 | 31.9331 | 146 |20.6103
0.75 | 130.638 | 168.75 | 29.1737 | 442 | 60.1972 | 262.25 | 33.3969 | 202.5 | 16.4802
1 1741718 | 212.5 | 22.0059 | 556 60.989 | 304.75 | 27.4739 | 240.25 | 11.0291
1.25 | 217.6515 | 269.75 | 23.9376 | 573.75 | 51.1592 | 372.75 | 27.2771 | 306.5 | 12.0139
1.5 261.1 314 | 20.2613 | 657" 1| 51.1485 |443.75 | 29.0983 | 355.5 | 11.5836
1.75 | 304.6685 | 355.25 | 16.6023 | 683.25 | 47.3988 '| 479.25 | 25.6663 | 428.5 | 16.7172
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Figure 5-4 Deployment Cost of Random Network with Different Data Flow (49

TAPS)
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5.8 Experiment Discussion

According to the experiment results, we can find that the cost of backhaul
deployment increases with the number of TAPs and mobile hosts. And the Lagrangean

Relaxation based algorithm always outperforms other simple algorithms.

Lagrangean Relaxation based algorithm and SA3 adopt the concept of reachbility
to deploy the backhauls. We can see these two algorithms performs well eminently by
comparison with random deploy maner adopted by SA 1 and greedy deploy manner
adopted by SA2. Therefore, we can take this deploy manner to deploy backhaul

economically and effectively.

Alghough Lagrangean Relaxation based algorithm and SA3 use the same deploy
manner, Lagrangean Relaxation based algorithm performs better than SA3. According
this, we discover that the sequence of routing path selection has impact to the
experimental outcomes. This because the TAPs routing previously consume part of
network resources and the following TAPs restricted to less network resources.

Therefore, the more previous TAP has more flexiable in paths selection.
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Chapter 6 Conclusion

6.1 Summary

In this thesis, we emphasize on a problem of backhaul deployment while
considering the end-to-end QoS constraints in wireless mesh networks. In chapter, we
formulate this problem as an integer programming problem, where the objective is to
minimize the total cost of backhaul deployment. In chapter 3 and 4, we develop a
Lagrangean Relaxation based heuristic to solve this problem. In chapter 5, we take
serials of experiments to evaluate the quality of our solution approach. As shown in
the results of chapter 5, our approach performs well in grid, random, and hexagonal

network.

The contribution of this thesis can be described as follows:

1. We propose a mathematical formulation and a optimization based algorithm
with jointly considering backhaul deployment and QoS routing in a wireless
mesh network.

2.  Our Lagrangean Relaxation based solutions have significant improvement

than other intentional algorithms.

6.2 Future Work

Although we take both backhaul deployment and end-to-end QoS into

consideration, there are still extensions we can make progress in the future studies.
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First, in the experimental results we can see the sequence of paths selection
imapce our results. We could derive more heuristic solutions to in order to decide the

sequence of paths selection in the end-to-end QoS routing problem.

Second, in the backhaul deployment problem we assign source TAP to

appropriate backhaul implies clustering. In the backhaul deployment problem, we can

derive cluster-based solution approachs.

Finally, the mobility of mobile hosts should be taken into consideration. That

will be more suitable for the reality.
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