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THESISABSTRACT
Defense against Distributed Denial-of-Service (DDoS) Attacks by
Routing Assignment and Resource Allocation under Quality-of-Service
(Qo0S) Constraints
NAME : CHENG-BIN KUO MONTH/Y EAR : July 2007
ADVISOR : YEONG-SUNG LIN

As the popularity of networks is increasing, network attack events occur frequently,
especialy Distributed Denial-of-Service (DDoS) attacks. Upon such attacks, system
resources are dramatically consumed and the Quality-of-Service (Q0S) perceived by
users significantly degrades. In order to achieve the objective of “continuity of services’,
it isthen essential that a network be well designed by spare resource allocation so as to
maintain acceptable QoS levels upon such attacks.

In this thesis, the problem of defense against intelligent DDoS attacks by routing
and budget allocation (RB) under QoS constraints is considered. This problem is
formulated as a max-min integer programming problem, where the inner (minimization)
problem is for network administrators to determine the minimum amount of defense
budget required and effective internal routing policies so as to defend the network
against a given pattern of DDoOS attacks under given QoS requirements, while the outer
(maximization) problem is for network administrators to evauate the worst-case

defense resource required when attacks adjust the patterns of DDoS attack flows (AF)



under a fixed total attack power. A Lagrangean relaxation-based algorithm is proposed

to solve the inner problem, while a subgradient-based algorithm is proposed to solve the

outer problem. It is expected that efficient and effective algorithms be developed

accordingly.

Keywords: Distributed Denial-of-Service, L agrangean Relaxation,

Quality-of-Service, Routing Assignment, Resour ce Allocation.
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Chapter 1 Introduction
1.1 Background

In the network attack events, Distributed Denia of Service (DDoS) attacks become
common and it is easy to get all kinds of attack tools on the web nowadays [6]. When
DDoS attacks happened, the network suffered performance degradation and waste of
resources. The increasing popularity and utilization of the Internet raise the issue of
defending against the DDoS attacks. The network administrators would like to find
some solutions to mitigate the loss due to attacks. Thus, how to defense DDoS attacks
becomes an important issue and the effect of defense mechanism is also critical.

Typically, a DDoS attack relies on an attacker remotely controlling numerous and
widely distributed computers infected by viruses and Trojans. The attacker uses these
botnets to send a flood of requests to a website or overwhelming packets to a network,
which is often unable to resist, see (Figure 1 — 1). Some attacks are well known such as
the February 2000 attack on popular websites including Yahoo, CNN, eBay, the attacks
on the root DNS servers, and the May 2007 attack on Estonia by Russian hackers. Since
many computers have become zombies, it is a relatively simple and cheap operation to
execute attacks for an attacker. There are some online resources where someone can hire
bots for cheap pay, so anyone could take down a site ssimply. It could get enough

strength together, for instance, a 100Mbits DDoS attack. Some attack approaches are
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very common, such as TCP SYN Flooding attacks, ICMP Flooding attacks, and UDP

Flooding attacks. Even some of them can be defended, but as time goes on, variations of

DDoS attacks are made by attackers.

It is worth to note how to design a survivable network under attacks. Typically in

reactive defense mechanisms, we have to detect the attacks first and then apply some

mechanisms to protect our resources. Preventive mechanisms attempt to eliminate the

possibility of DDoS attacks or ensure the legitimate clients are not denied. Detecting

approaches are various and defense mechanisms are introduced by [2] [3] [4] [5].

Instead of detecting and defending attacks independently, it is critical to resist the

attacks in a collaborative manner.

To measure the survivability of a network, we also have to evaluate what level of

DDoS attacks that a network can sustain. Some metrics can be used to evaluate the

survivability of network under attacks, including availability, connectivity and

performance [8] [16] [17]. For availability, a client can reach the servers, which provide

services. Thus, to fully disable communication, an attack would need to disable multiple

servers or entry nodes of the network. Performance, as a network operator, we want to

maintain the Quality of Service (QoS) of the network under attacks. The quality, which

could be transmission time, of internal and external communication in a network should

be guaranteed.
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Figurel- 1 Attacker Uses Botnetsto Attack the Victim

1.2 Motivation

Resources of network are consumed héavily and QoS degrades when suffering
DDoS attacks. Several DDoS attacks detection and defense approaches are introduced,
but the budget cannot be guaranteed. Also, defense approaches are variable, which
makes it hard to be integrated, and seldom cover different types of DDoS attacks. Thus,
we introduce network planning to maintain QoS under attacks on victim end. The
concept of defense-in-depth is also considered (Figure 1 — 2).

Although the percentage of DDoS attack in security eventsis declining [21], it still
has great impact on networks once malicious attackers want to breach them. So we want
to design a survivable network, which can sustain the abnormal traffic while other

defense mechanisms cannot work perfectly. In the attack and defense scenarios, we also
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consider the spare resource allocation by defenders [15]. What we try to do is to

construct a mathematical model of attack and defense scenarios and therefore

quantitative analysis can be applied. Consequently, budget spending on information

security and loss due to attacks can be estimated more accurate.

In order to simulate the characteristics of real network, the network self-similarity

is considered [10]. The nature of self-similarity of network traffic is well studied, but

few of them discuss the phenomenon under attack situation. In our research, the impact

on performance by network self-similarity and DDoS attacks are jointly considered

since the attacks can be detected based on the nature of DDoS attacks, which influences

the network self-similarity of traffic [4].

DDoS attacks .
Detection
Rate limit, Filtering
e
Network planning
Attacker ——
Eeeee———

Figurel - 2 Defense-in-Depths

From the viewpoint of economy, we want to reduce the damage due to DDoS

attacks, because the cost is huge while our society and economy are highly depended on
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Internet. Instead of link or node attack, we focus on defending against the attackers

whose objective isto exhaust the entire resources of the network.

1.3 Literature Survey
1.3.1 DDoS Attack and Defense

Although DDoS attacks tools are devel oped rapidly [6], the defense approaches are
also studied by many researchers [3] [5] [8]. In [3], a router throttle is installed at
selected upstream routers, and the throttle can be the leaky-bucket rate, which drops the
attacker packets. Jelena Mirkovic et a. made taxonomy of DDoS attacks and defense
mechanisms [ 1], and the attacks that target on key resource and degrading, which ties up
only certain percentage of victim’s resource, may not be detected easily. Besides, the
integration of variable defense approaches is not easily achievable. Some defense
mechanisms are separated by network areas, such as victim end, intermediate network,
and source end [5]. Instead of deploying on source end and intermediate routers, we
proposed the network planning and spare resource allocation in victim end to be a fina
defense of the collaborative defense (Figure 1 - 3). As mention before, another
interesting finding is that detecting DDoS attacks by the self-similarity of traffic flows
[4]. When the attacks occur, some phenomenon appears to affect the Hurst parameter

values that differ from normal one. Instead of using detection and packets dropping, the

5



survivable overlay network is proposed [8]. A survivable overlay network can resist the
DoS attacks via rewire architecture and maximize the end-to-end connectivity between
clients and servers. This kind of defense mechanism can aso be a final defense of the

victim network.

Victim network

Attack source
network

Figure 1 - 3 Defenses by Network Areas

1.3.2 Characteristics of the Networ k

W. E. Leland et a. [10] discuss the self-similarity of Ethernet network, and the
degree of self-similarity is measured by Hurst parameter. The mechanisms to estimate
Hurst parameter are already well studied. Generally after tracing the network traffic, the
traffic rate (packets/time unit) is viewed as a time series and a statistic approach is used

to calculate the Hurst parameter, which measures the degree of self-similarity. Usually

6



the Hurst parameter (H) is between 0 and 1, if 0.5< H <1 then we claim the traffic is
self-similar. The Ethernet traffic is observed and the value of H is between 0.7~0.8 [10].
In addition, the mixed normal and abnormal traffic is also self-similar [11] [14] (Figure
1 - 4), and measured by Hurst parameter (H). The traffic with self-similarity will impact
the performance, including transmission delay and delay jitter [12] [13]. Because of
self-similarity, the network traffic is bustier than some typical traffic model, such as
Poisson arrival process. The present traffic models are constructed with self-similarity
or near self-similarity. In queueing theory, the SM/1 and MMPP/M/1 models are
proposed to simulate the real network traffic, where S means self-similar arrival process
and MMPP is Markov Modulated Poisson. Process [10]. The performance can be
analyzed more accurate under an appropriate traffic model. The impacts of self-similar
network traffic on queueing delay raise the congestion control problem, it is important

to analyze the network performance with self-similar traffic [13].

$ 5T TTIAIINO

H=0.75 H=0.7

Figurel- 4 Hurst Parameter Value of Aggregate Flow




1.3.3 Network Survivability

J. C. Knight et al. [17] defined the survivability of network and D. M. Nicol et al.
surveyed different types of measures of survivability [16]. A network cannot easily to be
claimed survival or failed, the degree of the survivability of a network can be measured
by several ways, including connectivity, availability, reliability, and performability.
Different types of attackers have obviously different impact on the survivability of the
network, especialy the harder attackers, which impact the network most [23]. The
survivability of network in our model is considered by performance measure. The QoS

should be satisfied under DDoS attacks, and then we claim the network is survivable.

1.4 Proposed Approach

In this paper, a max-min mathematical model is proposed to describe the routing
assignment and budget alocation of a network administrator and DDoS attacks
strategies of an attacker. After solving the problem optimally, we can provide a guide
line for network administrator to resist the abnormal traffic produced by DDoS attacks.

The prima max-min problem is formulated as a mixed integer and linear
programming (MILP) problem, where the objective of problem is to maximize the total
budget used by network administrator to resist the attacks, subject to different level of

attacks. The total budget is derived from the inner problem, which is formulated as

8



another MILP problem. The objective of inner problem is to minimize the total defense
budget used to resist attacks, subject to QoS requirements. We proposed Lagrangean
Relaxation method, which is conjunction with the subgradient method [18] [19], to
solve RB problem. Furthermore, a subgradient-based heuristic, which adjusted the
attacks strategies according to budget allocation by network administrator, is proposed

to solve the primal max-min problem.

1.5 Thesis Organization

The remainder of the thesis is organized as follows. In Chapter 2, MILP
formulations of primal max-min and RB problems are described. In Chapter 3, solution
approaches to the problems are proposed. In Chapter 4, the computational results of the
problems are presented. The last chapter, Chapter 5, we make conclusions and indicate

the directions of future work.



Chapter 2 Problem Formulation
2.1 Problem Description

The problem we address is that how a network administrator defends against
DDoS attacks by routing assignment and resource allocation under the QoS constraints.
When the AS is suffered by DDoS attacks, the abnormal traffic and overwhelming
quantity of packets consume the key resources of the AS. The network administrator
would like to maintain the QoS in an acceptable level by using routing assignment,
which will prevent too much traffic load in the same communication links, and
allocating defense budget to network components, such as bandwidth, CPU power, and
server buffer, in order to enhance the communication quality. In the mean time, the
objective of network administrator is to minimized total defense budget to satisfy the
QoS constraints for each O-D (origin-destination) pair.

The attacker outside the AS will attack the network by DDoS attacks, which send
overwhelming packets. Instead of link and node attacks, the objective of the attacker is
to exhaust the resources of the network by deciding the destination, which entry node to
be passed, and the volume of each attack flow. The meaning of exhausting the resources
of the network indicates maximizing the total defense budget used by the network
administrator.

It is not trivial for both attacker and network administrator to make decisions to

10



achieve their objectives, and therefore we proposed a mathematical model to solve this

problem. After solving the problem, we expected to provide a guide line for network

administrator to defense the attacks when the attacker uses different attack strategies. In

order to make the model more realistic, we also consider that the network traffic has

self-similarity, measured by Hurst parameter, which impacts the QoS of the network.

2.2 Problem Formulation

We model the problem as a max-min problem. The inner problem represents that

for a given DDoS attack strategy, the defender uses routing assignment and budget

allocation (RB) decision variables to, minimize the total defense budget under QoS

constraints. The outer problem represents that for a given routing assignment and

budget alocation strategy, the attacker uses DDoS attack decision variables, which

determine the volume of abnormal traffic to designate destination from specific entry

node, to maximize the total budget. We formulate the max-min problem as an attack

flow adjustment versus routing assignment and budget allocation (AFRB) problem.

The AS can be modeled as a graph, and it has several entry nodes, common nodes,

dummy nodes, and directed links. Besides physical directed links, we use the node

splitting technique to consider the node level communication. Therefore, each node

generates a virtual link. For the convenience of modeling, we also assume that each

11



entry node will be assigned two dummy nodes; one represents attack source, and the
other represents normal externa traffic source. All dummy nodes will be viewed as in
the AS (Figure 2-1). The attacker executed DDoS attacks and sent specific volume of
abnormal traffic to designate destination nodes via different entry nodes, and then the
defender tried to defend against attacks by routing assignment and budget allocation
(Figure 2-2), (Figure 2-3). Defender also wanted to satisfy links and nodes capacity

constraints and QoS requirements under the attacks (Figure 2-4).

( ) Normal traffic. | Autonomous System (AS)

[
Entry node A

Figure 2 - 1 Graph of the Autonomous System (AS)
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Autonomous System (AS)

Autonomous System (AS)

Routing
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Figure 2 - 3 Defender Decided Routing Assignment and Budget Allocation
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( ] Normal traffic Autonomous System (AS)

[ *Capacity constraints ]

*QoS constraints

Figure 2 - 4 Requirements of Capacity and QoS

AN Dummy node, which
Common node in theAS ( i

-\\_/.ﬂ represents the external

normal traffic
@ Entry node
-~

llllllll> Abnormal traffic

[ \ Dummy node, which represents

é Normal traffic

v the attack source

Directed link in the AS

In this scenario, defender would like to select an optimal path for each O-D pair to
transmit data and allocate budget to nodes or links whose capacities need to be

enhanced. In the mean time, attacker wants to use abnorma traffic, which is well

14



designed to specific destination, to violate the QoS and maximize total defense budget.

The assumptions and descriptions of the model are given in Table 2-1.

Table 2 - 1 Problem Assumption and Description

Assumptions

1. The network administrator can decide the routing assignment of the
autonomous system (AS).

2.  The network administrator can allocate the budget to network components to
enhance the bandwidth, buffer, and CPU power.

3. For each O-D pair, the network administrator will select an optimal path to
transmit the data under QoS requirements.

4. Both attacker and administrator have complete information of the AS.

5. Instead of link and node attacks, the objective of attacker, who is outside the
AS, isto exhaust the resources of the AS.

6. Attack flows can enter the AS via one or many entry nodes.

7. The destination node and traffic volume of each attack flow are decided by
attacker.

8. Thetraffic has self-similarity, which is measured by Hurst parameter.

Given

1. The network topology

2.  Theend-to-end normal traffic requirements

3. Theend-to-end delay QoS requirements

15



4. The estimated Hurst parameter of the traffic for each O-D pair

Objective

e To maximize the minimized total defense budget

Subject to

1. Routing constraints

2. Link and node capacity constraints

3. End-to-end delay QoS constraints

4. Characteristics of the Hurst parameter

To determine

Defender:
1. Thebudget allocation strategy

2. Therouting assignment of the AS

Attacker:

For each attack flow:
1. Thevolume of abnormal traffic
2. Destination node
3. Which entry node to be passed

We model the problem above as a max-min mathematical programming problem.

The given parameters are defined in Table 2-2.

16



Table 2 - 2 Given Parameters of the M odel

Given Parameters

Notation | Description
N The index set of all nodesin the autonomous system (AS)
L The set of directed communicationlinks, L=L UL,
L The set of directed communication links, and each link is between two
nodes
I The set of virtual links between two splitting nodes for al nodes in the
? AS
/4 The set of al Origin-Destination (O-D) pairs
W The set of O-D pairs, and all the source nodes are attack source nodes,
where W, cW
p The set of al candidate paths of an O-D pair w, where we W
S The indicator function which is 1 if / is on the path p and O otherwise,
pl
where pe P, weW
B, The set of budget configurations of alink /, where [e L
Vs Total abnormal traffic produced by attacker
B, (packets/sec), the traffic requirement for O-D pair w, we W -W,__
D, The maximum allowable end-to-end delay for O-D pair w, we W -W,_,
I The Hurst parameter to measure the degree of self-similarity of the
" traffic for O-D pair w, where we W
The Hurst parameter, which is a lower bound, to denote the degree of
HLB .. . .
self-similarity of alink
Theset L, iscomposed of virtual links which are generated by node splitting (Figure 2
- 5).

17
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Artificia Link

(virtual link)
Figure 2 - 5 Node Splitting

Table 2 - 3 Decision Variables of the M odel

Decision Variables

Notation | Description

y Abnormal traffic from an attack source to a designated destination,
produced by the attacker, where we W_,

b, The budget allocation to directed link /, where b€ B, and /e L

g The aggregate traffic flow on link /, /e L

¢ (packets/sec), the capacity of each link /e L, whichisequad to ¢, (b))

J The mean traffic delay of each link /e L, which is equal to function

!
d(c, g, H))

H, The Hurst parameter to measure the degree of self-similarity of the
aggregate flow on directed link /, /e L (the aggregate flow consists of
independent traffic sources)

x A routing decision variable which is 1 when path pe P, is used to

transmit the packets by O-D pair w, wherewe W , and O otherwise

18




An auxiliary decision variable is 1 if / is used by an O-D pair w and O
otherwise, where le L, we W

wi

In the primal max-min problem, attacker can control the decision variable ¥, ,
which represents the volume of abnormal traffic from one attack source to designated
destination. It is noteworthy that when attacker decided the attack source, the entry node
to be passed is also determined because each attack source is modeled as a dummy node

linked with one entry node. The model is formulated as the following problem (1P1).

Objective function:

7, = MaX min{Zb,} (1P1)

oo By | ST
Subject to:
b e B, Vie L (IPL.1)
YVar = Z Vi (IP1.2)
weW ,,
y, =0 Ywe W, (IPL.3)

Z Z xpaplﬂw Vie L (IPL.4)

weW -W,, peP,
t Z Z xpé‘plyw = gl

weW,, pePb,
0<g <c =¢(b) Vie L (IP1.5)
> x,6,H, <H, Vwe W, le L (IPL6)
PEPR,
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HzE{HLB, pré‘lew} YweW, le L (IPL.7)
PEFR,

d =dc. g H) Vie L (IPL.8)
>d > x,6,<D, Ywe W (IPL.9)
leL peP,

> x, =1 Ywe W (IP1.10)
peP,

D> x,0,=t, VweW, le L (IPL.11)
peP,

x,=0orl Vpe P, ,Ywe W (IP1.12)
t,=0orl VweW, le L. (IP1.13)

Explanation of the Mathematical Formulation:

e  Objective function: The objective is to maximize the minimized total defense

budgetzbz . In the RB problem, defender tries to minimize the total defense
leL

budget allocated to the network. In the AFRB problem, the attacker tries to
maximize the total defense budget.

e Constraint (IP1.1) indicates the budget allocated to network components is a kind
of configuration, which belongs to a configuration set, B;

e Constraint (IP1.2) requires that the total abnormal traffic must not exceed a given

value 7, .
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Constraint (IP1.3) requires the abnormal traffic from an attack source to a
designate destination must be nonnegative.

Constraint (1P1.4) calculates the aggregate flow on link /, including the normal and
abnormal traffic, and internal and external traffic as well.

Constraint (1P1.5) denotes that the aggregate flow on link / must not exceed the
capacity, which isafunction of ;.

Constraint (1P1.6) estimates the Hurst parameter value of aggregate flow on link /,
and the vaue is no smaller than the maximum Hurst parameter value of
independent traffic sources.

Constraint (1P1.7) denotes the Hurst parameter value of aggregate flow on link /
belongs to a set, which is composed of Hurst parameter values of independent
traffic sources and alower bound.

Constraint (1P1.8) denotes that the mean traffic delay on link / is a function of three
parameters, capacity, aggregate flow, and Hurst parameter value.

Constraint (IP1.9) requires the transmission delay of each O-D pair must not
exceed the end-to-end delay QoS requirement.

Constraint (1P1.10) enforces that each O-D pair can choose only one path from the

candidate paths to transmit data.

Constraint (IP1.11) binds the relation among ¢,,, x,, and &, , so that we can

pl?
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use this relation to simplify the problem and make it easier to solve.

+  Constraint (IP1.12) enforces that if a path is chosen, then the x, =1, otherwise
x,=0.

*  Congtraint (1P1.13) enforcesthat if alink is chosen by O-D pair w, thenthe ¢ , =1,

otherwise ¢, =0.

2.3 Problem Formulation of the RB Problem

For solving the primal problem, we try to analyze the RB problem first. The
meaning of RB problem is that given an attack pattern by attacker, the defender has to
minimize the total defense budget by adjusting the routing assignment and budget
allocation. The QoS requirements also must be satisfied when the attacker uses different
attack patterns each time. The problem assumptions of RB problem are the same as the

original max-min problem. The given parameters are defined in Table 2-4.

Table 2 - 4 Given Parameters of RB Problem

Given Parameters

Notation | Description

N The index set of all nodesin the autonomous system (AS)

L The set of directed communication links, L=L, UL,
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L The set of directed communication links, and each link is between two
nodes
I The set of virtual links between two splitting nodes for all nodes in the
? AS
w The set of al Origin-Destination (O-D) pairs
W The set of O-D pairs, and all the source nodes are attack source nodes,
where W, cW
The set of al candidate paths of an O-D pair w, where we W
S The indicator function which is 1 if / is on the path p and O otherwise,
pl
where pe P,, weW
B, The set of budget configurations of alink /, where [e L
a, (packets/sec), the traffic from O-D pair w, where we W
D, The maximum allowable end-to-end delay for O-D pair w, we W-W,_,
I The Hurst parameter to measure the degree of self-similarity of the
" traffic for O-D pair w, where we W.
I The Hurst parameter, which is a lower bound, to denote the degree of
e self-similarity of alink

The abnormal traffic y, , produced by attacker to designate destination by specific
entry node becomes given parameter of RB problem now. Furthermore, we can simplify

two given parameters ¥, and /3, into one given parameter ¢, which denotes the

traffic of O-D pair w. The decision variables of defender are defined in Table 2-5.
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Table 2 - 5 Decision Variables of RB Problem

Decision Variables

Notation | Description

b, The budget allocation to directed link /, where b€ B, and /€ L

g The aggregate traffic flow onlink /, /e L

¢ (packets/sec), the capacity of eachlink /e L, whichisequa to ¢, (b))

d The mean traffic delay of each link /e L, which is equal to function
d ¢, g H)

H, The Hurst parameter to measure the degree of self-similarity of the
aggregate traffic flow on directed link [, /e L (aggregate traffic flow
consists of independent traffic sources)

X, A routing decision variable which is 1 when path pe P, is used to
transmit the packets by O-D pair w, wherew e I , and O otherwise

/ An auxiliary decision variableis 1if / is used by an O-D pair w and O

wi

otherwise, where /e L, we W

The network administrator has to decide the value of b,, then the capacity of link /

was decided. The decision variable x, can determine which path will be used by an

O-D pair. Besides, for solving the problem easier, we substituted the relation in (1P1.11)

into (IP1.7) and (IP1.9) to get (IP2.5) and (IP2.7). The RB problem is formulated as

(IP2).
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Objective function:

0| 21

leL

Subject to:
b e B,

Z Z xpé‘pla =

weW peP,

0<g <¢ =¢/(b)

> x,6,H <H,

popl
Peb,

H, e {HLB’ tlew}

d =d(c,g,H,)

> dt, <

leL

Zx—l

xp:Oorl

t,=0orl

VYie L

Vie L

Vie L

VYweW, le L

Ywe W, le L

Vi<

Ywe W

Ywe W

YweW, le L

Vpe P, ,Nwe W

YweW, le L.

(IP2)

(IP2.1)

(IP2.2)

(IP2.3)

(IP2.4)

(IP2.5)

(IP2.6)

(IP2.7)

(IP2.8)

(IP2.9)

(IP2.10)

(IP2.11)



Explanation of the Mathematical For mulation:

*  Objective function: the objective function is to minimize the total defense budget

allocated to network components.

 Congtraint (IP2.1) is the same as Constraint (IP1.1) in the origina max-min

problem (IP1).

e Congtraints (IP2.2) ~ (1P2.11) are the same as Constraints (IP1.4) ~ (IP1.13) in the

original max-min problem.
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Chapter 3 Solution Approaches
3.1 Lagrangean Relaxation M ethod

The Lagrangean relaxation method was first used to solve large-scale mathematical
programming problems during the 1970s [19]. An important concept of the method is
“decomposition”, which reduces the complexities and difficulties of the primal problem.
Because of its efficiency and effectiveness in solving many complicate programming
problems, Lagrangean relaxation has become one of the most popular tools to solve
optimization problem. The applications of it include integer programming, linear
programming combinatorial optimization, and non-linear programming problems. The
performance of Lagrangean relaxation is excellent, especialy in solving large-scae
mathematical programming problems|[18].

When we are solving some difficult programming problems, the problems can be
modeled as a set of constraints and then we apply Lagrangean relaxation method to
transform the problem become an easier solvable form. In this method, we first relax
some constraints, and add them into the objective function with associated Lagrangean
multipliers (u ). The concept is asif we add some penalties to primal problem, when we
violate the relaxed constraints, the effect of the penalties will occur. After relaxation, we
get a new objective function and the other constraints, and the new problem (LR

problem) is formed. Then we can decompose the LR problem into several subproblems,
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and each subproblem can be optimally solved by using some existing algorithms.

Taking minimization problem as an example, the LR problem will provide a lower

bound (Zp()) to primal problem. We hope that the lower bound can achieve the

objective function value of primal problem as tight as possible, so we derive another

new problem, which is called Lagrangean dual problem. After tuning the Lagrangean

multiplier («) iteration by iteration, we can get a tightest lower bound of primal

problem.

From the above procedure, we aways can get some hints of solving primal

problem. We then apply some heuristic approaches to get the feasible solutions, which

provide an upper bound (UB) of the objective function value of prima problem.

Intuitively, the optimal objective function value of primal problem is between lower

bound (objective function value of LR problem) and upper bound (objective function

value of primal problem).
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LB <= Optimal Objective Function Value <= UB

Primal Problem (P)

uB Adjust Lagrangean

‘ 1 Multipliers(u)
Lagrangean Rel axation m (

Problem (LR)

/ LB \ v
Subproblem IR Subproblem

Optimal Solution Optimal Solution

Lagrangean Dual
Problem

Figure3- 1 Concept of LR
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Initialization
zZ* Best known feasible solution value of primal problem = Initial feasible solution
#°  Initial multiplier value =
K Iteration count =
i Improvement count =
LB Lower bound of primal problem (P) =- o0
Ao Initia step size coefficient =2

y

Solve L agrangean Relaxation
Problem

1. Solve each subproblem of (LRﬂk)
optimally

2. Get decison variables x* and
optimal value ZD(,u").

Get Primal Feasible Solutions

If x"isfeasible in primal problem,

L?iéfgi:t('g? vlueisaUBiol PR Adjustment of multipliers
If x*is not feasible in primal L If ¥ reaches the Improvement
pr0b|em’ tune it with prODOS&j Counter L:mlt, A =k 2/2,1 =0
heuristics. 3 N V2, (Z —ZD(/I ))
e = -
HAxk +bH
A 4 .
Update Bounds 3. u't= maX(O,#k +1,(Ax* +b))
Z :min(Z*,UB) 4. k=k+1.
1 A
LB = max(LB, Z,, ("))

2.1 =i+1if LB does not change.

Check Termination
if (z'-LB|ymin(LB)|z'|)<

or

k reaches Iteration Count Limi

Figure 3 - 2 Lagrangean Relaxation Method Procedure
30



3.2 The Solution Approach for the RB Problem

After reformulate the problem as (IP2), we apply the Lagrangean relaxation to

solve the problem. Constraints (IP2.2) and (IP29) can be relaxed to

> > x,6,0,<g ad > x6,6<t, without violating the origina meaning of

weW peP, peP,

(IP2). Then we relax constraints (IP2.2), (IP2.4), (IP2.7), and (IP2.9) and add them,
multiplied with associated Lagrangean multipliers, to the objective function of (1P2).

The following Lagrangean relaxation problem (LR1) is obtained.

3.2.1 Lagrangean Relaxation

Zo (' 4 45, ") = mim {Zb} (LRD

*p leL

+Z;U1 Z pr % — &

leL weW peP,

+> > uk| > x,6,H, —H,

weW lelL pEP,

B

leL

+Zzﬂwl pr Pl w

welW leL peP,
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Subject to:

b e B, Vie L (LR1.1)
He{H,, t ,H,} Vwe W, leL (LRL2)
0< g <c¢ =¢/(bh) VielL (LRL3)
> x,=1 Ywe W (LRL4)
peP,

x,=0o0rl Vpe P,,Nwe W (LRL5)
t,=0orl Vwe W, le L. (LRL6)

The Lagrangean multipliers 4 and 4 are one dimensional vectors, and .,
and u, aretwo dimensional vectors, all of them are nonnegative. To solve Lagrangean

relaxation problem, we decompose (LR1) into two independent subproblems.
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Subproblem 1 (related to decision variable X, )

' b
ZSubl(ﬂliﬂzaﬂ4):mln Z‘ul{z pr o } (Sub1)

leL weW peP,
DHIEIDFENHT »ppes
wel lelL peP, weW leL pEP,
= mmLZ > 2.x%,0, [ﬂ}%wiﬁww&])
weW peP, leL
Subject to:
> x, =1 Ywe W (LR1.4)
peP, g
x,=0o0rl Vpe P,,NweW. (LRL5)

(Subl) can be further decomposed into [/%| independent shortest path problem,
with nonnegative arc weight (e, +u2H, + ). The arc weight is composed of
traffic, burstiness of each O-D pair and x,, which implies that the we will select a

frequently passed path from iteration to iteration. Each shortest path problem can be
solved by Dijkstra’s agorithm. The computational complexity is O(|N|2) for each

source node.
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Subproblem 2 (related to decision variables b,, g, L, H;)

| (Sub2)
Zowo (W' 1%, 427, 1) = min {Zb,}

leL

+Z;Uzl[_gl]+ Z Zﬂ\il [_Hl]

leL weW lelL

+Zui[z%<c,,g,ﬂl>tw,}+zzﬂ:, ]

leL weW lel
Rewrite to:

_bz +(_/Uzl)gz + Z (_Illle )Hz
weW

min )’

leL +Z (dA,(C,,g;,Hz)ﬂj _lu::l)twl
L weW

el

Subject to:

b e B, Vie L (LR1.1)
He{H,,, t ,H} YweW,lelL (LRL2)
0<g <c¢=¢(b) Vel (LRL3)
t,=0o0rl Vwe W, leL (LR1.6)

(Sub2) can be further decomposed into |L| independent subproblems, for each

link / we obtain a problem as (Sub2.1).



Subproblem 2.1 (foreach /€ L)

b+ (—p) g+ Y (w2 )H, (Sub2.1)
min =

+Z (c’l\l(cz’gz’Hz)lui _;u:z)twl
weW

Subject to:

b e B, (LR1.1)
H,e{H,,, t ,H,} Ywew (LR1.2)
0<g <¢ =¢/(b) (LR1.3)
t,=0orl Vwe W. (LRL6)

To solve the subproblem (Sub2.1), we first exhaustively assign the values of b,
and H,, and next (LR1.2) isrelaxed to H,e{H,,, H,}] VYwe W, and substitute the

(LR1.4) into objective function. The form of c?, (¢, g, H,) is provided by [13] as

follows;
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Table 3 -1 G/M/1 Queueing Delay Approximation

Notation Description
W, The average queueing delay of a G/M/1 queueing system
0 A function of utilization ( p ) and Hurst Parameter (H)
H Hurst parameter
U Servicerate
p utilization
b, A functionsof H, wherei =0, 1, 2, 3
c coefficients
xy
=2
H(1-9)
S(pH)=b,,0°+b, , p°+ b, p+h
P11 ) =055 0t 0 g Pt Oy P 3 Do 1y
_ - T e
by iy Ca3 Cgp Cyy C || H
2
by 11 | € ConCnCy || H
by Ci3Crp C11 Gy || H
_bO,H | [C€sCnCufoll 1 |

We let c?,(c,,g,,H,)=Wq,servicerate: ¢, p:&, and H =H,, hence we need to
G

solve
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Subproblem 2.1.1 (for each (b€ B,,H,€{H,,H,,})

5 (Sub2.1.1)
min | (- )g, + St |t
( ‘ul)gl w;V M, 01(1_5) Ko (L
Subject to:
0< g, <c¢ =¢,/(b) (LR13)
t,=0orl Vwe W (LRL7)
3 2
(LRL8)
S=b, | & | +b, | & | +5, |5 |+p
N (CI g ) T g f e
_b3H 1 r 2]
A, C33C3 C31 €3 /
bZ,Hz | €23€22 € Cpp le
= (LR1.9)
bl,H, Ci3 Crp Gy Gy || H,
_bO,H, ] | o3 Coz Cor Co0 f|. 1]

We can focuson solving g, and ¢,, in(Sub2.1.1) where asimilar problem was solved
in[9].

The algorithm of solving (Sub2.1.1) isasfollows:

Stepl. Solve — 18, =0 for each O-D pair w, call them the break points of

_9
¢ (1-9)
&

Step2. Sort these break points and drop infeasible values, where feasible region is
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defined in (LR1.3), and denoted as g, g/,... g/ -

Step3. At each interval g/ <g <g™, t, is 1 if 1 —u* <0 and is O

wi

¢, (1-9)
otherwise.
Step4. Withintheinterval g) < g, < g/**, thelocal minimal is either at a boundary point,

i+1

g or gt ora g’ ,where

fle)srf(g)

f(g) :{_ﬂ/lgz e Cz (15_5)}

€= Z luilwz-

welW

To simplify finding the solution of ' g*, we assume that the utilization is discrete
and search the local optimal solution by increasing 0.001 of the value of
utilization.

Step5. The global minimum point of (Sub2.1.1) can be found by comparing these local
minimum points.

After finding the optimal solution of (Sub2.1.1), the optimal solution of (Sub2.1) can be

found.

The algorithm of solving (Sub2.1) is as follows:

Stepl. Assign avalueto b,

Step2. Assign avalueto H,
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Step3. Solve (Sub2.1.1) for each set (4,,H,), and get a local minimum objective
function value

Stepd. Compare these local minimum objective function values, and then find the
global minimum objective function value and the optimal solutions of

b, H,, g t,.

The computational complexity of (Sub2.1) is O(|B,|><|W|2><Iog|W|) for each link.

3.2.1 The Dual Problem and the Subgradient M ethod

To solve the above subproblems optimally, the Lagrangean Relaxation problem
(LR1) can be solved optimally. Accarding to the weak duality theorem [20], for the set
of the multipliers (¢, 1%, 4%, 1), Zo,(u*, 1?, 1%, 1*) generates a Lower Bound (LB)
of Z,. Next we construct adual problem (D1) to obtain the tightest LB and solve it by

the subgradient method [18] [19].

Dual problem (D1)
Zy =max Zy (u', p2, 1, 1) (D1)

Subject to: ', p%, 4, 1 =0
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Let a vector m be a subgradient of Z,,(u', 1%, 1%, 1*) . Then in iteration k of the
subgradient procedure, the multiplier vector 7= (u', 1%, 12>, 11*) is updated from
"t =r" +i'm",
and where
m" (', 1 1%, 1) =

(Z z x,0,0,—g, Z x,0,H,—H, zdzth -D,, z x,0, —twlj.

wel peP, PEP, leL PEF,

Thestep size +* isdetermined by

Zyy—Zy (7")

' =A— ",
al

Z,, isthetightest upper bound (UB) of the primal objective function value found

from iteration k. Notethat A4 isascaar between 0 and 2, and usually initiated with the

value of 2 and halved if the best objective function value does not improve within a

given iterations.

3.2.2 Getting Primal Feasible Solutions
To obtain the primal feasible solutions to the primal RB problem (1P2), solutions of
Lagrangean relaxation problems (LR1) are considered. For example, if a solution of

(LR1) isfeasible to (1P2), say, the capacity constraints and QoS constraints are satisfied,



and then it is considered as a primal feasible solution to (IP2). If it is not feasible to
(IP2), then we can modify it to be a feasible primal solution. Hence, a getting primal
feasible solutions heuristic algorithm is devel oped.

The algorithm of solving (1P2) is as follows:

Initial Step. Read the information from (LR1), including:
1. Uselagrangean multipliers #* asapriority for each O-D pair
2. Asdgnarouting path x,, where obtained from (LR1), for each O-D pair
3. Each O-D pair is marked asin a Waiting Queue with priority.
4. Construct a Candidate Queue, where all O-D pairs in Candidate Queue are
viewed as sending data in the network.
5. Setup a Max Searching Limit and a Searching Counter, Where

T

Max _Searching _ Limit = e and Searching Counter = 0.

After initial step, we repeat the following steps, and the agorithm terminates either a
feasible solution is found or no feasible solutions are found in some iterations.

Stepl. Pop the front O-D pair of Waiting Queue to get into Path Checking Process.
Step2. Run Candidate Queue Checking Process.

Step3. Run Searching Limit Checking Process.
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Path Checking Process (for input O-D pair)

Stepl. Check whether the current candidate path of O-D pair is feasible, if it is

feasible, the O-D pair is put into Candidate Queue and stop this process,

otherwise go to next step.

Step2. Find a minimum end-to-end delay routing path for O-D pair.

Step3. Assign the budget to the path to satisfy the capacity constraints. Whether the

path isfeasible or not, put the O-D pair into Candidate Queue.

Candidate Queue Checking Process (for each O-D pair in the queue)

Stepl. Construct a scenario that al O-D pairs in Candidate Queue are sending
data, rerouting for each O-D pair to get a minimum end-to-end delay path

Step2. Check end-to-end delay constraints, if all the candidate paths in Candidate
Queue are feasible, go to Step5, otherwise go to Step3.

Step3. For each O-D pair with infeasible candidate path, calculating the gain by
adding one more unit budget for each link. The gain is defined as follows:
gain=d, (b,)—d,(b,+1), for each link / on candidate path.

Step4. Finding the maximum gain to add one more unit budget to the link. Repeat
Step3 and Stepd until the candidate path satisfies the end-to-end delay

constraints. If al links on candidate path reaches maximum budget limit and
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the candidate path is still infeasible, put the O-D pair into Waiting Queue. If
any O-D pair is sent to Waiting Queue, increase Searching Counter-.
Stepb. If the Waiting Queue is empty, stop the algorithm (the feasible solution is

found for all O-D pairs).

Searching Limit Checking Process

Stepl. If Searching Counter > Max_Searching Limit, go t0 next step otherwise
stop this process.

Step2. If al links in the network reach the maximum budget limits, stop the
algorithm (unable to find feasible solutions) otherwise continue next step.

Step3. Set all links in the network to maximum budget. Pop the front of Candidate
Queue and find a minimum end-to-end delay routing path for the O-D pair,
then send it to Waiting Queue until Candidate Queue is empty. In the end,

double the Max_Searching Limit.

3.3 SimpleAlgorithms
For comparing the performance with the heuristic algorithm developed in
Lagrangean relaxation method, we propose two simple algorithms to solve (IP2). The

algorithms are described as follows:



SimpleAlgorithm 1

Stepl. Find a minimum end-to-end delay routing path for each O-D pair.

Step2. Allocate budget to satisfied capacity constraints and end-to-end QoS

constraints.

Step3. If any infeasible candidate paths exist, go to next step otherwise stop the

algorithm (find the feasible solution for all O-D pair).

Step4d. For each O-D pair with infeasible candidate path, repeat Stepl again. If all

links in the network reach the maximum budget limit and any infeasible candidate

paths exist, stop the algorithm (unable to find feasible solutions).

SimpleAlgorithm 2

Stepl. Use aggregate flow on links as arc weights and run shortest path algorithm to

find arouting path for each O-D pair.

Step2. Allocate budget to satisfied capacity constraints and end-to-end QoS

constraints.

Step3. If any infeasible candidate paths exist, go to next step otherwise stop the

algorithm (find the feasible solution for all O-D pair).

Step4. For each O-D pair with infeasible candidate path, repeat Stepl again. If all




links in the network reach the maximum budget limit and any infeasible candidate

paths exist, stop the algorithm (unable to find feasible solutions).

The concepts of simple algorithm 1 and simple algorithm 2 are very similar, and the
only differenceisin Stepl.
3.4 The Solution Approach for the AFRB Problem

The outcome of RB problem indicates the best defense strategy under a given
attack pattern. As mention earlier, the objective of AFRB problem is to maximize the
total defense budget by adjusting the decision variable y, , where we W . From the
perspective of an attacker, he can contral the volume of attack flow, destination node of
attack flow, and which entry node to be passed.

In this kind of scenario, we propose a heuristic algorithm to simulate the behavior
of an attacker, whose objective isto exhaust the resources of the network. The main idea
of the algorithm is based on attack flow adjustment procedure upon the routing paths
and budget allocation decided by network administrator. The relation of RB and AFRB

problemsis showed in Figure 3 —3.



Stepl

Given attack flows
Step Outer problem (attack) Inner problem (defense)
Max [ total defensebudget ] Min[ total defensebudget |
Step3
Given paths & Step2
Step4 budget all ocation

Attack flow adjustment

Getting primal

heuristic algorithm

Figure 3 - 3 Solution Approach for the AFRB Problem

The mathematical model of AFRB problem is formulated in (IP1) and the heuristic

algorithm is showed in Table 3 — 2.

Table 3- 2 TheHeuristic Algorithm for AFRB Problem

Objective: maximize the minimized total defense budget (max min Z,;;)

Initialization: LB (lower bound) =0

IILR() isthe optimal objective function value of (1P2)

WHILE improvement counter <= improvement counter limit and iteration <=
iteration_counter_limit {

Attack Flow Adjustment Procedure;,

Z, =LR();

IF (Zi, >LB){
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*

IP1?

LB= Z

improvement counter = 0,

}
EL SE{

improvement _counter++,

}

iteration++;

The attack flow adjustment procedureis described as below:

Table 3 - 3 Attack Flow Adjustment Procedure

Initialization: 1. initial attack flow allocation, get the information of routing paths

and budget allocation from RB problem.

2. total attack flow is given

Stepl. Use Lagrangean multiplier (4 as arc weights to evaluate the importance of

each routing path.

Step2. Try to extract one unit attack flow from routing path with lower weight to the

path with higher weight.

a7




Step3. Calculate the new total defense budget.

Step4. Find the maximum gain of each attack flow unit, where the gain is defined as

gain = new total defense budget - current total defense budget

Stepb. Repeat the steps above until the total defense budget is maximized.




Chapter 4 Computational Experiments

4.1 Computational Experimentsof RB Problem

4.1.1 Experimental Environments

The proposed algorithms for the RB problem are coded in Visual C++ and run on
PCs with an INTEL Pentium 4 (2.40GHz) CPU. The Iteration Counter Limit and
Improvement Counter Limit are set to 800 and 20 respectively. The step size scalar, 4,
isinitialized to 2 and is halved if the objective function value, Z,, is not improved in
Improvement Counter Limit iterations. All Lagrangean Multipliers are initialized to be
0 and initial UB is set to 10™ to represent infinity valueTable 4 - 1, Table 4 - 2.

Three kinds of network topologies are tested, random network, grid network, and
mesh network. Each network consists of 9 nodes and 4 dummy nodes Figure 4-1, Figure
4-2, Figure 4-3. Each link has ten kinds of budget configurations and each node has
twenty kinds of budget configurations. The capacity of link and node is a function of
budget, and the convex form is considered. The total attack flow is tested from O to 350
packets per second and the maximum allowable end-to-end delay are set to 600 ms and
900 ms for in and cross AS QoS requirements. Basic normal traffic requirements of in
and cross AS are set to 2 and 4 packets per second respectively. The Hurst parameters of
internal flow and external flow are set to 0.7 and 0.75 which can express the

characteristic of network self-similarity but are not too bursty to affect the whole
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network Table 4 - 3.

O—O—=0

Figure4 -1 Grid Network

Figure4 - 2 Mesh Network

Figure 4 - 3 Random Network
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Table4 - 1 Test Platform

Test Platform
CPU INTEL Pentium 4 (2.4 GHz)
RAM 1GB

Operation System

Microsoft Windows XP

Development Platform

Microsoft Visual Studio 2005

Programming Language C++

Table4 - 2 Parametersof LR

Parameters Values

Iteration Counter Limit 800
Improvement Counter Limit 20

Initial UB 10%

Initial Lagrangean Multipliers L1218 1t =0
Initial Scalar of Step Size 2

Table 4 - 3 Parameters of RB Problem

Parameters

Value

Testing Topology

Random networks, Grid networks,
Mesh networks

Network Size

9 nodes and 4 dummy nodes, 16 nodes and 6
dummy nodes, 20 nodes and 6 dummy nodes

Budget Configurations

Link: B, ={12...,50
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Node (virtua link): B, ={1,2...,100}
Link Capacity Link: ¢, =1+50x LN(L+b,x10) ,
Node (virtua link): ¢, =1470x LN (1+b,x20)
(packets/sec)
Total Attack Flow 0 ~ 350 (packets/sec)
Maximum Allowable End-to-End | Inthe AS: 600 (ms)
Delay Crossthe AS: 900 (ms)
Hurst Parameter Inner Normal Traffic: 0.7
External Normal Traffic: 0.75
Attack Flow: 0.85

4.1.2 Computational Experiments

Many literatures pointed out the effects of Hurst parameter, thus we first test the

different Hurst parameter values of attack flow Table 4 - 4.
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Table 4 - 4 Different Hurst Parameter Values of Attack Flow

Networ k Total Traffic H=0.75 H=08 H=0.85
Topology (packets/sec) Total Defense Budget (units)
Random 0 39 39 39
Networks 50 39 39 40
100 39 39 41
150 41 42 42
200 43 44 46
250 a7 49 52
300 53 56 61
350 66 67 78
Grid 0 33 33 33
Networks 50 33 33 33
100 33 33 35
150 35 35 37
200 36 38 40
250 39 41 47
300 44 49 57
350 55 59 74
Mesh 0 41 41 41
Networks 50 41 41 41
100 41 41 42
150 43 43 43
200 43 45 45
250 47 47 50
300 50 51 55
350 56 61 68

53




80

) 70
£ 74 / yA

60
= /; ir 7
g /s
T £}/
=}
2 g
B = ﬁﬁé#‘ =
8 30 —4—H=0.75
T o5 —8-H=08
©
= 20 ——H=0.85
5 15
10

5

0

0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
Random Grid Mesh

Total attack flow (packets/sec)

Figure4 - 4 Different Hurst Parameter Values of Attack Flow

In the following experiments of RB problem, we fix the Hurst parameter value of
attack flow to be 0.85, which shows :highlde'g:ree of sdf-s milarity, to compare the

solution quality of LR Table 4 - 5. The improVemeht ratios of LR are aso listed on

Table 4 - 6.



Table 4 - 5 Solution Quality for RB Problem

Networ k Total Traffic Total Defense Budget (units)
Topology (packets/sec) | SA1 SA2 LR LB
Random 0 39 39 39 39
Networks 50 40 40 40 39
100 41 41 41 39
125 42 42 41 39.1287
150 43 43 42 39.4812
175 46 45 44 40.3809
200 47 48 46 41.9295
250 55 55 52 45.78
300 66 66 61 49.0242
350 79 84 75 64.5828
Grid 0 33 33 33 33
Networks 50 33 33 33 33
100 35 35 35 33
125 36 35 35 33
150 38 37 37 34.125
175 40 40 38 37.0276
200 45 43 40 34.9825
250 54 51 47 37.4435
300 70 67 57 41.1632
350 92 85 74 49.9805
Mesh 0 41 41 41 41
Networks 50 41 41 41 41
100 43 43 42 41
125 43 43 43 41
150 44 44 43 41.7592
175 45 45 44 43.8229
200 46 47 45 43.6886
250 52 51 50 47.9996
300 60 58 55 48.9665
350 72 73 68 65.2899
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Table 4 - 6 Improvement Ratiosfor RB Problem

Networ k Total Traffic | Improvement I mprovement Gap to
Topology | (packets/sec) | Ratioto SA1 (%) | Ratioto SA2 (%) | LB (%)
Random 0 0.00 0.00 0.00
Networks 50 0.00 0.00 2.56
100 0.00 0.00 5.13
125 2.38 2.38 4.78
150 2.33 2.33 6.38
175 4.35 2.22 8.96
200 2.13 4.17 9.71
250 5.45 5.45 13.59
300 7.58 7.58 24.43
350 5.06 10.71 16.13
Grid 0 0.00 0.00 0.00
Networks 50 0.00 0.00 0.00
100 0.00 0.00 6.06
125 2.78 0.00 6.06
150 2.63 0.00 8.42
175 5.00 5.00 2.63
200 11.11 6.98 14.34
250 12.96 7.84 25.52
300 18.57 14.93 38.47
350 19.57 12.94 48.06
Mesh 0 0.00 0.00 0.00
Networks 50 0.00 0.00 0.00
100 2.33 2.33 2.44
125 0.00 0.00 4.88
150 2.27 2.27 2.97
175 2.22 2.22 0.40
200 217 4.26 3.00
250 3.85 1.96 4.17
300 8.33 5.17 12.32
350 5.56 6.85 4.15
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Table 4 - 7 Solution Quality of RB Problem in Different Network Scale

Networ k Network Scale Total Defense Budget (units)
Topology (Number of | SA1 SA2 LR LB
O-D Pairs)
Random 128 59 61 52 50
Networks 246 94 88 84 77.3215
390 205 190 164 150.982
566 698 373 233 197.373
Grid 128 49 48 44 39
Networks 246 89 86 77 70.3934
390 193 180 169 157.375
566 1848 425 357 291.889
Mesh 128 52 54 44 39
Networks 246 87 86 82 74.8068
390 162 156 117 99.3095
566 2070 350 196 165.224
0 I
390 ’
370 I
22 Il / r—
e : /
S f 1/
g = e // —-sn
\g 19 S x // a2
S 170 y/ s =R
g 10 V) - / —<LB
E 130 //4 /4
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o Number of O—l; pairs

Figure4 - 8 Total Defense Budget under Different Network Scale
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4.1.3 Discussion of Results

Figure 4 - 4 shows the effects of different Hurst parameter values assigned to attack
flows, and the effects on total defense budget become obvious while the total attack
flow increases. The total defense budget is increasing rapidly when the Hurst parameter
value of attack flow is set to 0.85. In order to display the burstiness of DDoS attack
flows, which usually behave like ON/OFF traffic sources, we set H = 0.85 to attack
flows, H = 0.75 to external normal traffic, and H = 0.7 to internal normal traffic in the
following experiments.

From Figure 4 - 5to 4 - 6, we can observe the LR costs less total defense budget
than SA1 and SA2 in the same total attack flow, and the improvement ratios of LR to
SA1 and SA2 are increasing when we enlarge the total attack flow. In the mean time, we
observe that the LR performs better in the random network and grid network. The
reason of this result might be that an O-D pair can have more candidate paths to send
data in the mesh network so that SA1 and SA2 can find good routing paths for each
O-D pair. Besides, the LR method provides us a LB to exam the solution qualities, the

error gap between LR and LB are shown on column 5 of Table 4 - 5.

4.2 Computational Experiments of AFRB Problem

The experimental environments are basically the same as RB problem, and
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additional parameters for the AFRB problem are used in attack flow adjustment
procedure. The maximum iteration limit and improvement iteration limit of AFRB
problem are 50 and 5 respectively. For each iteration of AFRB problem, we need to run
Iteration_Counter Limit LR iterations to optimally solve RB problem first, and then run

the attack flow adjustment procedure.

4.2.1 Computational Experiments

For comparing the solution quality of AFRB problem, the initial attack flow
allocation is compared. The initial attack flow allocation is based on the link degree of

network nodes Table 4 - 8.

Table 4 - 8 Experimental Results of AFRB Problem

Network | Total Traffic Total Defense Budget Total Defense

Topology | (packets/sec) | Initial Attack Attack Flow | Budget Increasing
Flow Allocation | Adjustment Ratios (%)

Random 0 39 39 0.00
Networks 50 40 40 0.00
100 41 46 12.20
125 41 52 26.83
150 42 63 50.00
175 44 73 65.91
200 46 110 139.13
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Grid 0 33 33 0.00

Networ ks 50 33 35 6.06
100 35 42 20.00
125 35 51 45.71
150 37 70 89.19
175 38 97 155.26
200 40 125 212.50

Mesh 0 41 41 0.00

Networks 50 41 41 0.00
100 42 47 11.90
125 43 51 18.60
150 43 59 37.21
175 44 67 52.27
200 45 87 93.33
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Figure4 - 9 Total Defense Budget after Attack Flow Adjustment Procedure

For comparing different network topologies purpose, we have to notice the basic

total defense budget. The meaning of the basic network total defense budget is that each

link has a basic budget configuration, which is one unit initially, thus different network

topologies have different basic budget.
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Figure4 - 10 Total Defense Budget of Different Network Topologies under Attacks

4.2.2 Discussion of Results

In Figure 4 - 9, we can observe that after the attack flow adjustment, total defense

budget increases and rises dramatically when the total attack flow excesses a threshold

in a given maximum budget limit. The effects on total defense budget differsin different

network topologies; in the 9 nodes and 4 dummy nodes grid network, it can sustain less

attack flow volume than random network and mesh network under the same QoS

reguirements and maximum total budget limit on each link.

To research the reasons why the grid network can sustain less attack flow volume

than the random network and the mesh network, we inference that because an O-D pair

has less candidate paths for network administrator to choose in the grid network, which
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has less links than the random network and the mesh network that can be observed from

Figure4 - 1to Figure 4 - 3.



Chapter 5 Conclusion and Future Work
5.1 Conclusion

Even so many network security commercial products are developed nowadays, it is
still hard to defense DDoS attacks perfectly, and we research on defense against the
attacks in the victim end network. Another observation is that the DDoS attacks with
higher network self-similarity than normal network traffic do consume more resources
of the network, and the QoS requirements are hard to be satisfied as well. In this thesis,
the defense mechanism proposed for the network administrator performs better than
simple heuristic algorithms in grid, random, and mesh networks. In contrary an
intelligent attacker who has more attack power will finally exhaust the resources of the
network.

The first contribution of the thesis is that we propose a mathematical model to
analyze this kind of DDoS attacks and defense scenario. The scenario can be analyzed
by the AFRB problem and the RB problem, besides we also propose a good solution
approach to the RB problem and the AFRB problem as well. For network administrator,
we provide a defense mechanism to defense the DDoS attacks executed by the attacker
whose objective is to exhaust the entire resources of the network. Also, the performance
of the defense mechanism in different network topologies is considered and analyzed.

Furthermore, the network self-similarity is considered in our mathematical model, and
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first we capture the aggregate characteristic of self-similar traffics, and then we setup
the DDoS attack flows with higher Hurst parameter value because the On/Off

characteristic of DDoS attack traffic is recognized easily.

5.2 Future Work

We highlight three issues to be our future work. First, we want to expand the
mathematical model to several AS to achieve scalability and the concept of
collaborative defense. Next, if we want to model the concept of collaborative defense,
the features of DDOS attacks detection and filtering must be considered. Hence, we
want to add these features into our mathematical model and research on the effects of
attacks detection and filtering probabilities to the network.

Another issue is that in this thesis, we take the end-to-end delay to be the QoS
requirements but do not include the end-to-end delay jitter. This is due to that we have
not found a suitable form of the delay jitter, which is a function of utilization and Hurst
parameter. We hope to find or developed a suitable form of delay jitter in the future.
Last issue is that we expect to test more network topologies to verify our solution

approaches and enlarge the network size as possible as we can.
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