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THESIS ABSTRACT

GRADUATE INSTITUTE OF INFORMATION MANAGEMENT
NATIONAL TAIWAN UNIVERSITY
NAME: RAY, JUI-PIN LO MONTH/YEAR: August/2009
ADVISOR: FRANK, YEONG-SUNG LIN
Redundancy and Defense Resource Allocation Algoriths to Assure

Service Continuity against Natural Disasters and Itelligent Attackers

In recent years, Business Continuity Management MBas become an
important issue to organizations. Within the scopBCM, Disaster Recovery Planning
(DRP) is one of the most IT-reIated prot_)_lems, aedundancy is a frequently used
approach to implement DRP. However, previous rebean Redundancy Allocation
Problem (RAP) focused on'dealinQ_Tw__it_‘h_._'the préblerabated to reliable systems,
instead of network systems._that orgair-;_l't';tidns ozly Therefore, we discuss RAP in
network environments. By effiCie_nt use. of ‘rgdUndamcgether with extra defense
mechanisms, we attempt to .ens.uré a néfwork’s sergantinuity, and enhance its
survivability against malicious attackers thatiméis accumulated experience.

We construct an attack/defense scenario, in whichattacker and a defender
competing against each other, and formulate it asv@aphase nonlinear integer
programming problem. In the inner problem, AEA mipdbe attacker that utilizes
accumulated experience attempts to minimize thed titack cost of compromising all
core nodes in the network by choosing appropritgets to compromise. By contrast,
in the outer problem, RAP-EDM model, the defendkrcates proper redundancy and
extra defense mechanisms to maximize the minimizedl attack cost under the
consideration of a limited defense budget. We adopiagrangean Relaxation-based

solution approach to resolve the problem above,faritier prove the efficacy of our
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approach by computer experiments.

Key Words: Service Continuity, Redundancy Allocatim Problem (RAP),
Survivability, Attack/Defense Scenario, Multiple Cae Nodes, Attack Experience

Accumulation, Optimization, Mathematical Programming, Lagrangean Relaxation
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Chapter 1 Introduction

1.1 Background

Due to the convenience and efficiency of informatiechnology (IT) especially
in the realm of computer networks and the Internatye and more businesses have
been running their routine operations and even ignoy service for their customers
with the help of IT in recent years. Although ITirngs businesses several advantages,
such as improving efficiency and reduciné- o_peran'ngt, there are too many potential
threats to these important IT:elements in the weald; such as earthquakes, tsunamis,
hurricanes, typhoons, floods, abus"e.-%f?'-{employeesvep outages, terrorisms, and
hacker attacks. According to the sp'urcég, all! afvabcan be mainly divided into four
categories, including hazardous éVents, huma:rclsermdihty disruptions, and man-made
malicious attacks from outsiders. These four kiodgotential threats are also known as
the main causes of business interruption [1] bexaudusiness may suffer from the
interruption of IT-supported operations or busingssesses when accidents affect its’
IT [2]. Maybe all of these potential threats arat@uifficult to predict and even to
prevent; however, from the aspect of business ne&nagt, the businesses still have to
make satisfactory preparations for the worst dngt It is because every business
interruption caused by whatever risks can realiyage the benefits of a business, e.g.,
the losing profits of potential transactions durbgsiness downtime, serious damage to
reputation, and the loss of customers.

For customers, one of the greatest values of anbssiis to provide them with the



service satisfying their demands in time, i.e., ilesses should provide service
continuously. To achieve the ultimate and challegggoal, most businesses must try
their best to prevent important business procefssasinterruption so as to ensure their
service continuity. More concretely speaking, evienginess must develop an overall
and concrete plan for reducing the risks causedryypotential threats, which break
down the critical business operations. Moreoveerg\usiness needs to help itself
recover from incidents at short. Therefore, an irtgpd issue based on what we have
mentioned above is proposed afterwards. It is Wwatbwn as Business Continuity
Planning (BCP), or more generally known as Busit@&sstinuity Management (BCM).
In the previous literature, Lam proposed a BCPe&ygadnsisted of eight core steps [3] to
provide a stepwise method for IT-related organaretiin 2002.

Since more and more busjneéses pald much attetati&CM, British Standard
Institution (BSI) established a standard nam_ed S29999 [4] in 2006. It is to provide
practical guidelines for businesses 'to.-%j"t.['.jallyldmmnt BCM. There are mainly two
parts in BS25999. 8825999-1_-_prqv'ide;-bus.:inessds avisystematic methodology to
develop and implement suitable :BusineSS'co;tirmlmyls. BS25999-2 is consisted of
some specifications and requirements for checkinthauditing the business continuity
plans of businesses.

In the first part of BS25999, the concept of BCMediycle is of extreme
importance. It consists of several main stagest Birall, a business should make use of
both Business Impact Analysis (BIA) and Risk Assssst (RA) to find out the critical
processes, elements, and their corresponding pessdiks. After realizing what the
potential risks are, the business also needs tbeduestimate the possible impact on
itself caused by every risk. According to the resdtom the analysis above, the
business can therefore establish its’ own BCM agjias and develop a set of business

continuity plans, which is including designation gfersonnel, distribution of



responsibilities, training and rewarding plans, Kogc and reaction procedures, and
Disaster Recovery Planning (DRP). After producingtele plan, the most important
things are practicing, auditing regularly, and updaif necessary. Finally, the business
should make BCM become a part of its’ own busineskure. By implementing
BS25999 thoroughly, a business will tend to be mecigher while suffering from real
accidents or will recover form disruptions withde=st in shorter time.

According to an electronic survey of 7,548 respomsldfrom companies and
public sector organizations around the global cetetliby Frost & Sullivan and (ISE)
in 2008 [5], 73% of respondents view the impacservice downtime as top priority. In
addition, another survey of 500 IT executives atbtire US conducted by AT&T in
2008 [6] also provides some convincing evidenceutltbe importance of business
continuity. It shows that BCP was seen é's a. pyidit 71% IT executives. 80% IT
executives indicated that their companles had eofsptan for business continuity as
shown in Figure 1-1. This exhibits the*fﬁét thatl\Ms an obvious and critical issue to

businesses even to date. 2 || 1

Figure 1-1 Percentage of Organizations with BCP [6]
3



Disaster Recovery Planning (DRP) mentioned befarenat only the most
IT-related portion of BCM but also a critical issteeorganizations. In survey [5], the
respondents either from America or Asia-Pacific \@kw business continuity and
disaster recovery solutions as the security tedgyobf third priority being deployed.

Some research includes BIA and RA within the scop®RP [7] [8], but we
focus on the actual planning issues of DRP herausscwe have finished those analysis
in the first phase of BCM lifecycle. According t®&]] the definition of a disaster
recovery plan isan internal control and security system which fesu®n quick
restoration of service for critical organizationptocesses when there are operational
failures due to man-made or natural disasteffiere are many components can be
taken into consideration of DRP, including backuptmods, alternate sites, support
teams, and equipments’ replacemént [7]',.- and theofisexisting compatible on-site
equipments to replace similar -equipment_s_that liaed. This replacement is treated

as the concept of redundancy as we'II.-"'-::T_"'- s |

Redundancy is one of the s._eé:uri-t;/- ap?roaches cotynusied to cope with IT
disaster recovery2]. For a sy'ster:ﬁ, allocating:credundancy is abstjuan effective
solution to mitigate the potential risks of opevaal interruption. It is because the
identical-functioned redundant components in thestandby state can take over each
others’ work immediately when any possible disaf#s some of them. This feature of
redundancy sufficiently fulfills the requirementsamntinuous service, and in practice,
there are actually many system designs using fomallly similar but not exactly the
same components in parallel [9]. All of these peofd concerned with allocation of
redundancy are generally defined as Redundancy#ilon Problem (RAP), and which
is applied to several research fields [2] [9] [111] [12].

The theoretical fundamentals above combine theppetive of the business with

the view of IT-related departments. Based on thesdamentals, this thesis focuses on



exploiting redundancy allocation to cope with thealtenges of critical IT service

continuity, especially for networks.

1.2 Motivation

As mentioned previously, many businesses make gsedof IT to keep daily
operation or to provide service, especially networBuch kind of web-based service
can be suitablypplied to exchanging electronic data and evengadiag electronic
transactions. Unfortunately, the risks of inforratieakage, real economical losses, or
even being attacked to service interruption alway®w up together with the
convenience brought by the use of IT. It is becasaously there is no perfectly safe
system or network in reality. Thus, the con_cepsslmvivability, which mainly concerns
the availability of a whole system during accidemither than the capability of resisting

threats in practice, is being Widely d.isgys_sé'd m:d’ren at present [13] [14] [15] [16]

=

[17]. R

Unlike the traditional term “security” Whigh'incled only two extreme statuses,
“safe” or “compromised,” survi.vab.ility can be inpeeted as a spectrum of safe degree.
The extreme points on both sides are “safe” anthfmomised,” respectively. From the
perspective of DRP, survivability can be also &dats a measurement of the ability to
keep service continuity even in the event of aahrik seems obvious that survivability
is much more practical and almost fully compliestwthe spirit of BCM and DRP as
well. Hence we spontaneously take survivabilityaamajor measurement for further
discussion on networks.

On the other hand, the past research about RAPIyregiplied it to parallel [2]
[12] or series-parallel systems [9] [10] [11] irestieof network structures, even though
RAP has been extensively discussed for years. Bgside major concerns of past RAP

research are often the system reliability consideriatural disasters or random errors,
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rather than the survivability of networks sufferifigm intelligent malicious attacks. In
the 2008 CSI survey [18], there were 522 compugeusty practitioners as respondents
in different kinds of organizations around the UT&e result of the survey shows that
the percentage of respondents that attribute lassasn-insiders jumps from 36% in
2007 to just over half (51%) in 2008, as shown iguFe 1-2. In other words, it
indicates that more respondents believed theiekggere due to attacks from outside of
the organization; therefore, this evidence agamvicwes us that we should pay more
attention to the impact caused by malicious attdos outsiders, especially while

considering the features of threats within netwamkironments.

81-100% I_ . Z008; 420 Respordents
T
B1-B00, | —
41-60% | —5
—_—— 5
21-40% =
o | | 7 -
1-20%
None =1

] 10 20 30 40 50 60

Figure 1-2 Percentage 6f Losses Due to Insidefs [18

To summarize all of above, this thesis attemptsdmpensate for insufficient
RAP research about networks. More specifically wilediscuss how to make efficient
use of redundancy to ensure a network’s servicéragty and enhance its survivability
while facing intelligent malicious attacks from sigters. The result, therefore, could
become another guideline for network operators wdmerstructing a network with both

service continuity and high survivability by implenting redundancy allocation.

1.3 Literature Survey

The subject of this thesis is how to exploit redamzy allocation to enhance a

6



network’s survivability with the regard for servioceontinuity. Since we already
deliberate upon service continuity in last two sew, our following discussion on

related works will focus on the two remained topsigvivability and redundancy.
1.3.1 Survivability

Many researchers and businesses have taken suliyvabriously since about
1990s; however, there is still not a consistenstandard definition of survivability
according to a survey consisted of many paperseramy survivability [13]. Among
all the related works, the most sited one was peg@dy Ellison et al. [14] in 1997, and
in which the most famous definition of survivahjlitvas also provided. Because the
number of survivability-related studies is not omlyge but still increasing, we pick
some research on survivability in different fielisd then introduce them following a
timely manner below. . .

Jiang [15] discussed sur\'/ivabilpi_t_y from\the \)i‘éwptod)f military, and first of all,

he defined survivability aa measure dflgt_ﬁ:é'qegree of keeping the performaoicas
kind of military weaponry, equipm_enlts, or othe_ritaiy forces, during enemy’s attacks
He then turned to focus on the s:urv'ivabilit'y o;‘ coumication networks and declares
that a good definition of survivability should helpetwork operators evaluate a
network’s survivability and design a network withglh survivability under some
constraints. Finally, he proposed a new definivbisurvivability based on traffic flow,
and that not only covered the old one based on exdiwity but also revealed more
correct information. When considering a network posed ofN nodes and with

original traffic flow A,; thus, the generalized form of survivabilgybased on traffic

flow can be shown as follow:

sS= B:\'Aha-'- B)Alb+"'+ F;Amxloo%
(R.+R+..+P)A

, WhereAn,, Ann, -+ Ann respectively stand for residual traffic while noflenodeB, ---



node N destroyed, andP,, Py, --- P, mean destruction probability of each node,

separately.

Some research in the field of wireless and mobéavorks also involves the
discussion of survivability, for instance, [16] cplated by Malloy et al.. They defined
survivability asa network’s ability to perform designated functiamgler the condition
of some network infrastructure component failuresuiting in a service outag#st,
and then aimed at canvassing some issues abowiuthges mainly described by the
number of subscribers or services affected, anddilmation of the outages. They
discussed some existed measurements of these suwagegave some suggestions for
improving a wireless or mobile network’s survivatyilinvolving architectural changes
as well. In addition, they also pomted out an imaot fact that there is a tradeoff
between extra expenditures and-custoemers’ saiisfaathile service providers dealing
with survivability of networks.*"

Besides generalizing that.the de.ﬁ}ﬁtlon of surtality was inconsistent, in the
research [13], Westmark also'.fquﬁd th-at f,eyv papesdly involved in computing
survivability, and even survivabilit)} has been uﬁd:ed In some papers, the calculations
were almost informal and not used in practice. Adowly, the author provided a
template to help people precisely define survivgbibnd that clearly expounded a
definition of survivability should be composed o¥e required elements, including
system, usage, minimum level of service, threatd,aabusiness case.

Furthermore, Zhang et al. [17] proposed a netwarkigability analysis model
based on attack graph to deal with intrusions, tredle were three major steps to
acquire the analytical result. At first, they gatlkalnerabilities information and set their
difficulty parameters in preparation step, and thiect vulnerabilities in targeted
network by scanning tools to generate attack gmjphe second step. Within an attack
graph, the nodes stand for different states ofshast., different privileges got by

8



attacker on hosts, in observed network environmigatr, the directed links between
those nodes are translations between differergsstaith corresponding vulnerabilities
which can be exploited. For a same goal, there mayists several routes to reach it,
and these routes are defined as intrusion scendrothe final step, they estimate
survivability of targeted network after confirmitige level that cannot be tolerated, and
further analyze the result for improving the suabiity. The quantificationof

survivability Suris shown below:
lm
Sur=min{ £} = min(l— |_1| (1— W, )j
Y 1= m=1,..M

, Where W, are levels of attack difficulty on vulnerabilitidisted in them™ intrusion

scenario)nis the number of vulnerabilities,.under thid intrusion scenario, anill is
the number of intrusion scenarios.in total:
In the end of this subsection, V\'/e also 'get sommmitiehs of survivability mainly

from above discussed works togeth ’Fv the folltg/vtable and hope that will be

helpful constructing a general outhne of survnmljmfor further research.

TabIe 1—1 Definition of SurV|vab|I|ty

No. | Researcher(s) | Definition Year | Origin

T.-Z. Jiang e Survivability is a measure of the degree| of
keeping the performances of a kind |of
military weaponry, equipments, or other

military forces, which undergoing enemy’s

attacks.
e Survivability of a communication network
1 based on “connectivity” is defined as th#991| [15]
probability of node pairs which still have
one path at least, when the network being
attacked by the enemy. This probability gan
be determined, if the topology of netwark
and the destroyed nodes (or links) are given.

eWhen the nodes (or links) of |a

9



communication net being destroyed, the
remaining traffic flow (in percentage of
original traffics) in the network is defined as

the survivability of the network based on

“traffic flow”.
D.A. Fisher, e Survivability is the capability of a system
H.F. Lipson, fulfill its mission, in a timely manner, in th
N.R. Mead, presence of attacks, failures, or accidents
R.C. Linger, ® The term system is used in the broad¢ 1997 | [14]
R.J. Ellison, possible sense, including networks &
and T. large-scale systems.
Longstaff
A.D. Malloy, e Survivability is a network’s ability to
A.P. Snow, and perform its des_ignated set of functions given
U. Varshney network infrastruc-féure component failures,
resulting/ ing@ service outage, which can|2000| [16]
described by, the number. of servides
affected, the'} nEmber of subscribers affected,
and the duratioft'of the ‘outage.
V.R. Westmark | e Survivaibility is the ability of a given syste
with a given intended usage to providg
pre-specified minimum level of service
the event of one or more pre-specif
threats. 2004 | [13]
e Thus, to precisely define survivabili
requires a precise definition of: the syste
the usage, the minimum level of servi
and the threats.
L. Guo, L.-J. e Survivability is the ability of a system f{o
Zhang, W. continue operating despite the presence of
Wang, W. abnormal events such as intrusions.
Yang, and Y.-T. 2007} [17]
Yang
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ATIS Telecom | e Survivability is a property of a systern
Glossary 2007 | subsystem, equipment, process or proce
that provides a defined degree of assurg
that the named entity will continue
function during and after a natural
. man-made f:listu.r-bance. . 2007| [19]
® Note: Survivability must be qualified b
specifying the range of conditions o\
which the entity will survive the minimur
acceptable level or post-disturbar
functionality and the maximum acceptatl

outage duration.

1.3.2 Redundancy Allocation Problem

Though redundancy means-extra reseurce requireréats been still applied to
different fields, for example‘,'softvyafg ‘pr_'ogram'rhingliable system design, and
infrastructure construction. Sometimé.g;.r-edundaiscyeven treated as one of high
priority solutions for improving .r'eli_z_ab.ility-.(.)-r sui\{_ability. Since there is no doubt about
the importance of redundancy, r;1ahy schbla;s propliféerent approaches to solve
RAP. To better understand and effectively applyurethncy, we then briefly go
through some related works handling RAP in differeays.

The research [9] by Coit and Smith can be seerhaspioneer that allowed
mixing functionally similar yet different redundamomponents in parallel within
subsystems, because they used a artificial seanatistic, Genetic Algorithm (GA), to
cope with RAP in series-parallel systems. In theark, they used GA to solve two
kinds of problems, which were maximizing relialyiligiven total cost and weight
constraints, and minimizing total cost given relip and total weight constraints.
Finally, the result of experiments exhibited thetfdat though the natural of GA could
not guarantee optimality, this approach was séittdr than some past benchmarks.
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Hsieh [10] also considered redundancy allocatioobl@ms with multiple
component choices in series-parallel systems, atably which could be generalized
typical RAP while reducing the component choiceewéry subsystem to 1. Instead of
heuristics, he proposed a novel LP (Linear Programgjrapproach to cope with RAP
subjected to multiple separable integer constramtseries-parallel systems, and that
was consisted of two stages. In the first stageefegmulated the original problem to a
new form applying to software computing, and thexually calculated the initial
redundancy allocation. By using the results froagstone, he reallocated the unused
resource for best enhancement of reliability. Fynahe implemented computer
experiments to proof that proposed LP approachetseb than two other kinds of
methods when the available resource is abundamt, nanst important of all, the
computation time consumed by v_vhich is qi;ite shorter

Ramirez-Marquez et al.;[11] thqught_ GA approactppeed by Coit and Smith [9]
was time consuming and cumbersdrﬁ%’zé\/en thoughintteed provided a satisfying
solution to the reliability maxi_mizqtion--E)-roblliemhé“refore, they considered RAP in
series-parallel systems from anojﬁher viewpoir:;t, tnad is the least reliable part of a
system dominates the reliability of whole systemmist they decided to focus on
maximizing the minimum subsystem reliability. To livgolve this max-min problem,
they suitably transformed original problem into equivalent linear formulation for
complying with the requirement of linear programgjijust like what Hsieh has done
in [10], and then used a set of commercial softwai¥GO, to obtain solutions. For
comparison with past research, they conducted swpats on three famous RAP
samples, and the result of experiments showed tanesting fact that is the max-min
approach can also acquire the optimal solution atimizing whole system reliability
while problem size is small. However, taking thexmain approach as a surrogate can

just get a good solution for maximizing whole systesliability, rather than an optimal
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one, when facing a RAP problem with large size.

From the angle of DRP, Shao [2] incorporated redung into a firm’s critical IT
functions to maximize the overall survivability agst potential disasters. In his work,
he considered the situation that there is a busimath many different critical IT
functions, and same IT function can be implementech set of IT assets. Thus, the
problem about getting the maximized total surviligbS in an organization with IT
functions, while facingD potential disasters with different probabilityy, was
formulated as a 0-1 integer programming problemhwibnlinear objective function

shown below:

D

* M M Xm
maxS =3 B> Wy [ Vo
=l i=1

i
d=1
, Wherew, was IT functionm’'s’ importance, weightn, stood for the number of
candidate assets of IT function andv};ndj_rp‘e_a'rit the féilure probability efi-functioned
asset during disasted. Accordingly,xmi-\}};s:the decision variable, that meant whether
to allocate assatfor IT function m;_olf course,it:t\e're were some constraints should be
conformed to, such as budge.t, re.du'ndant.ieve],the. minimum required number of
assets for each IT function. Afterward the problems transformed and solved by a
procedure based on probabilistic dynamic progrargmand final result of a simulation
was also provided for proving effectiveness andadiiy.

Unlike classical RAP, Levitina and Hausken discdssslundancy together with
protection while facing intentional attacks basedagprobabilistic approach [12]. They
considered a system built fromidentical parallel elements with a same functidpal
and the vulnerability of each element was deterthibg a so call “attacker-defender
contest success function”. Because the situatiosidered in their research was that the

attacker could not attack precisely on certain ebm@nd the defender knew nothing

about how the attacker conducts attacks, they tbelexpected value of total damage
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caused by unsatisfied utility of whole system as itfmin measurement. Afterward, by
respective case analysis, they generalized sondusions for defender when making
the choice between deploying redundant elementandentrating on protection of a

few elements under different conditions.

1.4 Proposed Approach

To both deliberate upon how to exploit redundanoy enhance network
survivability against malicious attacks and tak® inonsideration of assuring service
continuity, we construct an attack/defense scenanghich an attacker and a defender
fighting against each other in a given network eswinent. In order to get a solution of
the complex problem with dynamic c_hanges suffidientve decide to adopt
mathematical programming technigue. Thus, we apjaighy formulate it as a max
min mathematical programrhihg préb!g_m_,_-&ivhich |s Rethncy Allocation Problem
with Extra Defense Mechanisms (RAP;EDM) model, #meh treat it as a two-phase
problem to get a satisfying solufion':

In the first phase, we foc.us bn the inhér probléRAP-EDM model, the Attack
with Experience Accumulation (AEA) model, which rstis for the behavior of the
attacker. Therefore, we give an initial allocatafiredundant components (with defense
mechanisms) that meets the service continuity rement in terms of each node’s
service availability assurance, and then make dseagrangean Relaxation method
with the subgradient method to get a solution ef MEA model. Afterwards, the result
of the AEA model, viewed as the result of attadkstaken to be the input of the
RAP-EDM model. Thus, we can modify the initial redancy and defense allocation
strategy against the given attacks.

Moreover, the adjusted allocation strategy can tatheer starting point of the

next attack action. The latest attack result, airse, can be again inputted into the
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RAP-EDM model to help produce better allocatiomatgtlgy as well. After several cycles
of attack and defense resource allocation adjudtnpeacesses, a near optimal
redundancy and defense allocation strategy agthesintelligent malicious attacks is

finally developed, and that is exactly what we msgto achieve.

1.5 Thesis Organization

After the introduction provided in this chaptergthest content of this thesis is
organized as following: RAP-EDM model and AEA mode introduced in Chapter 2;
the solution approaches of these models are pessant Chapter 3; the computer
experimental result of our approach is illustrate@€hapter 4; conclusions and possible

research directions are provided in Chapter 5 @gtlaling of this work.

<= (Y
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Chapter 2 Problem Formulation

2.1 Problem Description

The problem we address here is how to make goodfuselundancy to not only
assure legitimate users of service continuity blsb anaximize whole network’s
survivability against intelligent malicious attackisthe mean time. Besides, we consider
above in the situation that there exists a linotatof defense budget. Obviously, there
are two main measurements we must eva_lyate apatelprithat are service availability
of each node and survivability of whele netwerk:

In this work, the service éontinui_tx_in_térms dféey node’s service availability is

—T

o

assured by the contribution of redundé&gy; in mezisely speaking, if we make sure
that the expected number of redundént compope’mi\ﬁeiry node always satisfies with a
predefined operating minimurﬁ réquiremeﬁt, each noate provide required service
without interruption, even when some of redundamingonents in it are failed by
random errors, natural disasters, or malicioushsta

From the angle of deterring attackers from attaglarsystem or network, defense
resource is used to increase the attack cost thatttacker has to pay for attacking
successfully [20]. Based on such argument, we detadtreat the total attack cost
needed to spend for achieving ultimate goal ofugisng all mission-critical service in
the target network as the measurement of wholexabity in this thesis.

To fully describe the above problem, we create ttack/defense scenario where
an attacker and a network operator, as a defendempeting with each other within a

given network environment, and both of them areevésough to dynamically change

16



their own strategy according to the enemy’s actidterward we can utilize the concept
of optimality to formulate such a complicated saemas mathematical models, and the

details of which we will discuss in the next segtio

2.2 Problem Formulation of the RAP-EDM Model

For thoroughly explaining what we discuss in RAPNEBhodel, we first describe
the attack/defense scenario together with someregguand then provide a list of
assumptions and given conditions. Finally, we ¥aftimally introduce the mathematical
part of this model.

Considering a network consisted of AS-level nodes, each node can be seen as
an AS-level domain, there is just one kir_1__d of sfediservice function provided by
each node, e.g., web server, ftp Site, mail Searat,the plan about which node should
provide what kind of service'fL'mctiolr.l_@g_ p_rédefimaﬁﬂ consistent. Furthermore, there
are multiple core nodes praviding -r%_i:s-s'ion-criticsdervice or storing important
information in this network, but"a__non-core n‘o:geyrjtast provide transmission, rather
than a specified service functi.on.. In'Figure.. 2iffecent shapes of nodes are different
functions nodes should provide, and the blue-cdlodes with “c” are core nodes.

Considering malicious attacks, natural disasters)d arandom errors
simultaneously, the defender hopes to enhanceutivé/ability of whole network with
the regard for assuring service availability of igpveode by exploiting unified purchase
to implement redundancy allocation. First of afle tdefender gets a list of products
from the vendor, and that lists all available kimmfsredundant components providing
each specified function of different brands or gjpee., the redundant component
choice set of different specified function. Besidésr each kind of redundant

component, there are several extra defense meamsnise.g., firewall, IDS/IPS,

anti-virus, anti-spam, application level firewadf, different brands or types, which are
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especially appropriate for being chosen to providéher protection, and such can be
defined as the defense mechanism choice set efeiiff redundant components.

Within each redundant component choice set anchdefenechanism choice set,
different kinds of redundant components or defensehanisms have different prices,
I.e., the costs of allocation are different for tefender. Of course, the defense abilities
of different kinds of redundant components and mgfemechanisms are different, and
different kinds of redundant components also haifeerdnt reliabilities, i.e., the
probability that a redundant component operatepgyhp Thus, the defender as an
operator of this network has to choose the appatgoredundant components to allocate
in each node from the redundant component choiteokdahe specific function
predefined for each node.

When allocating a redundant 'comp'.c-)n_ent, the defendest decide whether to
deploy extra defense mechanisms to_ it simpl_tangp'aﬂu if the answer of above is yes,
the defender also has to choase the.-;%b;&ropriam fooen the corresponding defense
mechanism choice set of the kind qf'red;-ndépt corapbat the meantime.

Because natural disasters Zénd random:; errors mayehaguring operation of
redundant components, the defender also has to swakeof service availability for
legitimate users in each node. Thus, when allogatedundant components to each
node, the number of redundant components mustf\saltis requirement of service
availability assurance, i.e., the expected numlbeedundant components must be no
less than the service availability threshold foergvnode. On the other hand, the
defender also needs to take the capacity limitlbhades into consideration when
allocating redundant components.

The situation that the defender allocates redundamiponents and defense
mechanisms is also illustrated in our figures, éxample in Figure 2-1, there are

several medium and small graphs with the same sbiapach node within nodes, and
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which are stand for redundant components and defemschanisms, respectively.
Besides, these graphs with different patterns mefierent kinds of redundant
components or defense mechanisms.

After efficient allocation of redundant componeis each node, the service
availability of each node for legitimate users @@nimproved significantly. Besides, if
the attacker wants to really disrupt a core nodgshe must compromise all of the
same-functioned redundant components allocated. iThis approach cannot only
substantially enhance the network’s survivabilityaist malicious attacks but also
make every node provide more reliable service. Ttihesdefender achieves the ultimate
goal which is maximizing the total attack cost ofrpromising all core nodes regarding
service availability of every node and limitatiohtotal defense budget.

Just like the defender, the attaoker a'l.-so hasehfeq knowledge about this target
network, including either the topology of t_he netwar the allocation of redundant
components and extra defense mecha“;ihTsms in eaeh Rodhermore, the attacker also
knows the threshold of attack cost 'req-o:i-red .:for paymising each kind of redundant
component or extra defense mecr:i.an-ism.

The attacker is on the known initial node at fiemdd he/she then compromises
one node at a time until compromising all of comdes step by step. Since the
attacker’s ultimate goal is making all the core e®df the target network fail to provide
any critical service with minimized attack cost, /9 prefers penetrating
surreptitiously instead of destroying before adjuataching core nodes. Thus, the
attacker will compromise just one redundant compgnie primary one, in non-core
nodes for penetrating, and then he/she can makefisseh node as a hop site to reach
further nodes, which are closer to core nodes. &/dhieving core nodes, he/she will
compromise all redundant components in core nodeshole dysfunction without

doubt. Spontaneously, there are two different nreggmndf “compromised” produced in
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this network, the one is “a non-core node is patet’, and the other is “a core node is
totally dysfunctional”. By the way, the two kind§ a@ttack action discussed here can be
found in Figure 2-2 and Figure 2-3, respectively.

Furthermore, the defender’s decision of which retdumt component is primary in
each node is randomized; then, there is a non-peobability that the primary
redundant component of each node is always thehatehe attacker prefers attacking.
Accordingly, we consider a worst case from the yeint of the defender, and that is
the primary redundant component of each non-code m®always the one that attacker
wants to compromise for minimizing total attacktcddis situation can also be seen as
that, while attempting to compromise a non-coreeno@., to penetrate it, the attacker
can always arbitrarily choose the redundant compongdth most advantage for
minimizing total attack cost to (_:om'promi'.s-e_. HoweMeefore actually attempting to
compromise a redundant componer_lt, the_-attacker pampromise all of the extra
defense mechanisms that have beeh é%ﬁyed ta@pitote

Because the defender im_plerp'ents--".fedu.:ndancy albochyi making use of unified
purchase, there are possibly game kinds :; of redandamponents or defense
mechanisms in functionally identical nodes in ttasget network. According to this
feature, there happens an extreme situation cdttaeker’'s experience accumulation. If
the attacker has compromised a certain kind of mddnt component or defense
mechanism once, he/she then found some useful oethrodeveloped some efficient
hacker tools to deal with this kind of redundantmponent or defense mechanism.
Afterward the attacker can compromise the same kihdedundant component or
defense mechanism with a comparatively low fixddckt cost. The above situation can
be also considered as that the attacker contingexsicutes their developed methods or
hacker tools to exploit existing security flaws,Inarabilities, and bugs, to facilitate

attack activities. The impact of such experiencauawlation on the attacker’s decision
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Is shown clearly in Figure 2-4.

From the perspective of the attacker, he/she hadetide which redundant
components in which nodes to attack for achievihgc@e nodes and then actually
disrupt them. Of course, the attacker we considere his intelligent enough to
sufficiently make use of the experience accumutatiscussed before, while choosing
appropriate attack paths to compromise all coreeaadth minimized total attack cost.
When all core nodes are compromised, there is @ackatree constructed, i.e., a tree
rooted at node s and composed of compromised npotdike the attack result shown

in figure 2-5.

' .“_'IHE,I r

21



Bl
[ ] C (LTI

Figure 2-1 Initial Situation
The attacker is on the initial position, nogjeandc means the node is one of cgre
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Figure 2-2 Compromising a Non-core Node

While compromising a non-core node, the attackempromises just one
redundant components (with defense mechanismsijcim sode for penetrating, a

then he/she can make use of this node as a ho sgach further nodes, which §
closer to core nodes.
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Figure 2-3 Compromising a Core Node

While compromising a core node, the attacker commes all redunda
components (with defense mechanisms) in such rardetole dysfunction.
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Figure 2-4 Considering Attack Experience Accumolati
After compromising some nodes, the attacker getsesexperience of compromisi g
the kinds of redundant components and defense mmscha that he/she hgs

compromised. Thus, he/she then prefers to compeothisse nodes with more abdre

kinds of redundant components/defense mechanisthieas ones new to him/her.
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Figure 2-5 Achieving Attack Goal

The attacker keeps attacking until compromisingate nodes.

26



Normal core node
A Normal redundant component

v Normal defense mechanism

== Compromised core node
i Compromised redundant componfgnt

m Compromised defense mechanis

== Normal non-core node

Compromised non-core node
@ Compromised redundant compongnt

——  Normal link

—_—

=~ .. Attack path

Theinitial position of the attacker
Different shapes stand for different predefinedcfion of nodes.

Figure 2-6 Explanation of Figure.2-1~ Figure2-5

After describing the scenario in-detail,,we therfa table below to provide all

e

e
I

information of this problem c'oncret,ely."#

Table 2-1 Problem As_sunnp'tion and Description of RFAPM Model
Assumption ~

e Every node in this network is at AS'-leveI...'

¢ No attacks on links are considered.

¢ No distributed denial-of-servig®DoS) attacks are considered.

¢ Both the defender and the attacker have perfeatlatlge about this network.

e Each node in the network must provide just one kihpredefined function.

¢ The defender has limitation of total defense budget

e The requirement of service availability thresholhich defines the minimum
expected number of redundant components for evaatg,rmust be satisfied.

e The number of redundant components in each nodeotde more than the
capacity limit.

e All kinds of redundant components in a choice seivige identical mair
function, and the defender selects the redundantpoaents with the same
function for different nodes from a same redunaamponent choice set.

e Other than providing the main function, all kindsredundant components also
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e According to the same reason mentioned aptheeattacker can compromise 3

have little basic defense ability.
All redundant components are in hot-standby state.
All compromised redundant components are nevelinegpa

There are several extra defense mechanisms awaf@biurther protecting eag

kind of redundant component, and the defender tsetbe defense mechanisms

for the same kind of redundant components fromraesdefense mechanis

choice set.

The probability that a redundant component openateperly is independent of

whether extra defense mechanisms are deployed to it
A node is subject to attack only if a path existsrf nodes to that node, and g
the intermediate nodes on the path have been conged.

The attacker’s ultimate goal is making all the cames fail to provide an

critical service with minimized attack cost; thalse attacker will compromis

just one redundant component, the primary one, @m-core nodes fo
penetrating, and compromise all redundant compsnantore nodes for whol
dysfunction.

A core node is compromised, /€., t_o_tally dysfumatil, if and only if all
redundant components allocated"i.rfjﬁ"chh-\./e been-camiped.

While attempting to compremise a nd'%\-core node, toepenetrate it, the attack

can always arbitrarily choose the redundant compiowéh most advantage for

minimizing total attack cost to f:ompromise.
A non-core node is compromised, i.e., penetratddone of redundan
components allocated in it has been compromised.
A redundant component is subject to attack onblliextra defense mechanisi
allocated to protect it have been compromised.
If the attacker has compromised the extra defensehamismd of redundant
componenim once, he/she then learned some effective skildeweloped som
powerful hacker tools to deal with this kind of ee$e mechanisnd of
redundant componem. Hence, the attacker can compromise the samedit
defense mechanisrd of the same kind of redundant componemtwith a

comparatively low cost afterward.

kind of redundant component which he/she has ewenpcomised with &

comparatively low cost.

m
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Given:

¢ The Core nodes

¢ The initial position of attacker

¢ The topology and size of the network

¢ The total defense budget

¢ The threshold of service continuity assurance deéihes the minimum expecte
number of redundant components for every node

¢ The capacity limit of all nodes

¢ The predefined function of each node

¢ The probability of a non-core node providing a ggr\function

¢ The redundant component choice set of each kiridnation

¢ The defense mechanism choice set of each kinddohdant component

¢ The cost of each kind of redundant component

e The cost of each kind of extra defense mechanisailadle for each kind of

redundant component
e The attack threshold of compromising“each kind esfundant component af
defense mechanism :

¢ The probability of each kind of redunﬁant comporwgrdrating properly

e The ratio of the fixed part of Iatta'i':k cost for coomising each kind of

redundant component and defgnse mechanism

Objective L ;

e To maximize the minimized total attack cost

Subjected to

¢ The total cost spending on allocating redundant pmorents and extra defen
mechanisms must be no more than the limitatiootad tlefense budget.

® The expected number of redundant components inrezad must be no less th
the threshold of service continuity assurance thetexact number of redunda
components in each node cannot be more than tlaeicapmit.

¢ The node to be attacked must be connected to theéngxattack paths.

To determine

Defender:

¢ Allocate proper redundant components with defensehanisms to nodes

Attacker:

e Compromise proper redundant components with deferesdanisms in nodes

|

nd
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Therefore, all above are formulated as the propés&B-EDM model that is a

max min integer programming problem as follow.

Table 2-2 Given Parameters of the RAP-EDM Model

Given Parameters

Notation | Description

B The total defense budgetary limitation.

N The index set of all nodes in the network

T The index set of all core nodes in the network

U The index set of all non-core nodes in the network

F The index set of all functions provided by the reodethe network

The index set of all redundant components which loarselected to
provide the same main functibrwherefIF

The index set of all Origin-Destination (O-D) paivghere the origin i$

nodes andthe destination isthe other nadevheres, i LIN

Pw The index set of all candidate p'aths. of.an O-D waivherew[ W

The index set of aII exira defense tnechanismsaﬁbdailfor the kind of

redundant componem WheLemDMf, =

The threshold of sefvice cohﬂnwty assurance defines the minimum
expected number of redUndant components for evatg n

Vi The capacity limit of redundant components for exatie

The indicator function, whichis 1 if nodeprovides functiorf, and 0

7t otherwise (wherélIN, fLIF)
5 The indicator function, which is 1 if nodeis on the patlp, and 0
i otherwise (wherelN, pLIP,,, wL W)
Cm The cost of the kind of redundant comporanivheremlIM;, fLIF
R The threshold of the attack cost required to cormise the kind of
An{Cn) redundant component, wheremlM;, fLIF
i The consistent ratio that defines the fixed parthe attack cost for
compromising the kind of redundant comporentvheremlIM;, fLIF
The probability of the kind of redundant componemthat operates
O properly,wheremlIM;, fLIF
. The cost of the defense mechanigsimof the kind of redundant
md

componentn, whered LD, mLM;, fLIF

amdcmg | The threshold of the attack cost required to comgse the defensg
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mechanismd of the kind of redundant componem; whered[ID,,
mUmy, fLF
The consistent ratio that defines the fixed parthaf attack cost for
Amd compromising the defense mechanisimof the kind of redundant
componentn, wheredLID,,, mLIM;, fLIF
Table 2-3 Decision Variables of the RAP-EDM Model
Decision Variables
Notation | Description
1 if the redundant componemtis allocated in nodg and O otherwise
Rim (wheremlUIM;, fLIF, i LIN)
1 if the defense mechanisiof redundant component is allocated in
Rmd | odei. and 0 otherwise (wher 1Dy, mCM, fLF, iLN)
Vi 1 if nodei is compromised, and 0 otherwise (whiré)
1 if the redundant componemb in nodei is compromised, and |0
Yim otherwise (wherenlM;, fLIF, i LIN) :
1 if the defense mec.hanisdnof redundant componemt in nodei is
Yimd compromised, and 0 otherW|se (th@Dm, mIMy, LR, iEIN)
Times of the kind of redund’ant componemlbelng compromised by the
am attacker (wherenDMf, fDF) '
Times of the kind of defenswe mechanldmf redundant component
omd being compromised by the attacker (whetkéD ., mLIMy, fLIF)
1 if pathp is selected as the attack path, and 0 otherwikergpLP,,
& wlw)
Objective:

maxmmzzHM (cm)[1+(an—1)am]+d§m[ﬁ}am( e[+ 234 3| 0PY

Zmy Zmd £ OF M,

Subjected to:
2 pr Sy <(IN-2) OiON (P 1.1)

2 % =Y, 0i ON, wOW (IP1.2)

pOR,
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Explanation of RAP-EDM model:

¢ Objective function: The objective is to maximize the minimized totdhek cost for
compromising all core nodes in the network. In theer problem, the attacker
attempts to minimize the total attack cost by degdvhich redundant components in
which nodes to compromise. Because of the allocaifoextra defense mechanisms,
the attacker must also bring the attack cost of pomising these defense

mechanisms of redundant components into consideratiis worthy to mention that

{ﬁ—l[H(zm—l))lm] and ﬁmﬁkh(zmd—l)/}md] stand for the impact of the

attacker’s experience accumulation on redundantpoments and extra defense
mechanisms, respectively. When attacking a kincedéindant component or defense
mechanism which is new to'the aftackefj he/shetchaay the full attack cost which
equals to the threshold of it; and he/she-just sieedspend a fixed small portion of
original attack cost while compror'ni.éi:?'?@f’ the samedkof redundant component or
defense mechanism afterwa_rc_ls. In th-e-i:-out:e:er probilleendefender tries to make best
use of limited defense resou'rce::fo allocate sidtaéndiundant components (with extra
defense mechanisms) for maximizing the minimizedltattack cost, and also regard
for the service availability assurance and capdiitif of every node at the meantime.

e Constraint (IP 1.1) prevents the attack paths forming loops.

e Constraint (IP 1.2) and Constraint (IP 1.3) enforces that if the attacker tries to
compromise a node, there must be one attack paltiatmode.

* Constraint (IP 1.4) andConstraint (IP 1.5) respectivelyrestrict the value af,andy;
to be O or 1.

e Constraint (IP 1.1) ~ Constraint (IP 1.5) jointly compose the “continuity
constraints”.

¢ Constraint (IP 1.6) enforces that all core nodes must be compromised.
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¢ Constraint (IP 1.7) enforces that the defender must allocate a reduratamponent
before deploying any available defense mechanisriis t

e Constraint (IP 1.8) restricts that the expected number of redundantpocoents in
each node should be no less than the thresholehate availability assurance.

e Constraint (IP 1.9) restricts that the number of redundant componentach node
should be no more than the capacity limit of redumiccomponents.

¢ Constraint (IP 1.10) and Constraint (IP 1.11) respectivelyrestrict the value oR,
andRmq to be O or 1.

e Constraint (IP 1.12) and Constraint (IP 1.13) enforces that the attacker cannot
compromise any nonexistent defense mechanismsdondant components in any
nodes.

e Constraint (IP 1.14) restricts that a'non-c'ér(_e node is compromised,genetrated, if
one of redundant components aIIoc_ated_in-_it haa bempromised.

e Constraint (IP 1.15)restricts that th'e éfacker can attempt to commerairedundant
component if and only if all extra ._d'efe-r:\:ée rﬁechalsisieployed for protecting it have
been compromised. ¢

e Constraint (IP 1.16) and Constraint (IP 1.17) restrict that a core node is
compromised, i.e., totally dysfunctional, if andyorif all redundant components with
defense mechanisms allocated in it have been comged.

¢ Constraint (IP 1.18) and Constraint (IP 1.19) respectivelyrestrict the value o¥iy
andying to be 0 or 1.

¢ Constraint (IP 1.20) andConstraint (IP 1.21)respectivelyestrict the value af,and
Zng to be the total times of compromising each kindrefundant components and
defense mechanisms.

¢ Constraint (IP 1.22) restricts that the total defense spending shoaelddmore than

the total defense budgetary limitation.
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2.3 Problem Formulation of the AEA Model

Since the result of the max min problem we face RAP-EDM model
dynamically changes caused by the competition bextvibe defender and the attacker,
it is too difficult to solve such a two-leveled ptem immediately. Instead, we adopt an
alternative two-phase approach to cope with itfi’st, we abstract the inner problem of
RAP-EDM model as a maximization integer programmpngblem, AEA model, and
deal with it to get the best attack strategy. Afterd we treat the solution of AEA model
as the input of RAP-EDM model, and then solve id&velop the defense plan about
how to allocate redundant components and defenskansms in each node.

In AEA model, it is worthy to mention that the al&iion of redundant
components and defense mechanis_ms bgcome givemeiara, but the else parts of
AEA model are just similar with RAP-E[)lIM- model.. Thusge directly introduce the

AEA model below: AL A |

Table 2-4 Given Parameters of the AEA Model

Given Parameters

Notation | Description

B The total defense budgetary. limitation

N The index set of all nodes in the network

T The index set of all core nodes in the network

U The index set of all non-core nodes in the network

F The index set of all functions provided by the rodethe network

M, The index set of all redundant components which loarselected to
provide the same main functiérwheref LIF

W The index set of all Origin-Destination (O-D) paivghere the origin i$

nodes and the destination is the other nodeheres, i LIN

Pw The index set of all candidate paths of an O-D waivherew[ W

o The index set of all extra defense mechanisms ahailfor the kind of
" redundant component, wheremlM;, fLIF

The indicator function, which is 1 if nodeprovides functiorf, and O
otherwise (wherelIN, fLIF)
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The indicator function, which is 1 if nodeis on the patlp, and 0

—

=

14

O otherwise (wherelN, pLIP,,, wL W)
Cm The cost of the kind of redundant comporanivheremlIM;, fLIF
R The threshold of the attack cost required to cormise the kind of
An{Cn) redundant component, wheremlM;, fLIF
i The consistent ratio that defines the fixed parthe attack cost for
compromising the kind of redundant comporentvheremlIM;, fLIF
The cost of the defense mechanisinof the kind of redundar
emd componentn, wheredLID,,, mLM;, fLIF
The threshold of the attack cost required to cormise the defensg
amdCmd | mechanismd of the kind of redundant componem; whered[IDy,
mLMy, fLIF
The consistent ratio that defines the fixed parthe attack cost fo
Amd compromising the defense mechanisimof the kind of redundant
componentn, whered D, LMy, fEIE
1 if the redundant componentis allocated in node and O otherwise
Rim (wheremM;, fLIF, iN)
R 1 if the defense mechanistnof redundant component is allocated in
imd

nodei, and 0 otherwise (whedd_ID,,,, mLIM;, fLIF, i LIN)

Table 2-5'Decision:Variables éf the AEA Model

Decision Variables

Notation | Description
Vi 1 if nodei is compromised, and 0 otherwise (whigré\)
1 if the redundant componemt in nodei is compromised, and 0
Yim otherwise (wheren[M;, fLIF, i LIN)
1 if the defense mechanisdthof redundant componemh in nodei is
Yimd compromised, and 0 otherwise (wheteD,,, mLIM;, fLIF, iLIN)
Times of the kind of redundant componanbeing compromised by the
o attacker (wheren[ My, fLIF)
Times of the kind of defensive mechanishof the kind of redundant
Zmd componenitn being compromised by the attacker (whekéD,,, mLIM;,
fLIF)
" 1 if pathp is selected as the attack path, and 0 otherwikerepLP,,

wlw)
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Objective:

minY Y Hﬁ]am(ca[h(zm—lwm]z;% a1+ 242 P2

Zm Zmd f OF mOM;

Subjected to:

> 2 %0 <(IN-1) y OiON (P 2.1)

WoW @R,

D %=y, 0i ON, wOW (IP 2.2)

pURy

2 %<1 OwWOW (1P 2.3)

pURy

X,=0o0r1 OpOR,, wOW (1P 2.4)

yi=0orl Oi du (IP 2.5)

yi = 1 O aT (IP 2-6)

y <R  CiONYmOM,, fOF (1P 2.7)

Y <R | EFEN,mEM, , fOF,d0D, (IP2.8)

Y= D Yim e N @oU M OF (IP 2.9)
MM, b, £ 4.

Yin 2 Rua € 2 Yina FEU,mOM,, fOF (IP 2.10)

doD,, doD,,

y =R 0iOT,mOM,, fOF (IP 2.11)

y =R 0iOT,mOM,, fOF,dOD, (IP2.12)

Yim=0o0r 1 OiON,mOM,, fOF (IP 2.13)

Yimg = 0 OF 1 OiON,mOM,, fOF,dOD, (IP2.14)

2= Y OmOM,, fOF (IP 2.15)
iON

Za = D Yima OmOM,, fOF,dOD, (IP 2.16)

iON
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Explanation of AEA model:

® Objective function: The objective is to minimize the total attack cdsr
compromising all core nodes in the network. In AA model, the attacker tries to
minimize the total attack cost by deciding whiclduedant components and extra

defense mechanisms in which nodes to compromise. @B way,

{ﬁ—l[H(zm—l))lm] and ﬁﬁﬂ[ﬁ(zmd—l)/}md] represent the attacker’s

experience accumulation and still make impact tachktcost.

¢ Constraint (IP 2.1) ~ Constraint (IP 2.6) are identical toConstraint (IP 1.1) ~
Constraint (IP 1.6) of theRAP-EDM model.

e Constraint (IP 2.7) ~ Constraint (IP 2._16) equal to Constraint (IP 1.12) ~

Constraint (IP 1.21) oftheRAP-EDM mod'él, which restrict the attacker’s behavio
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Chapter 3 Solution Approach

3.1 Solution Approach for the AEA Model

3.1.1 Lagrangean Relaxation Method

We adopt a powerful tool that is Lagrangean relaratLR) method to deal with
the complicated problems addressed in this worke @inthe key concepts of LR is
“decomposition” that divides the primalsproblemandome easier subproblems, and
which can be solved independently..This feally Segrluce computational complexity
and facilitates the process of gettinq_solutigmeeiélly while coping with large-scale
mathematical programming problem.s,'i':'{' .

Those complex and difﬁcu_lt 'pro-k;iems_are usuallymposed of a relatively
simpler mathematical prograrhmi.:ng'problé'm ~and ao$etide constraints which are
difficult to handle, and LR provides us with ani@#nt and effective approach,
“relaxation”, to deal with these kinds of compliedtproblems. Thus, we can remove
the limitations caused by the set of relativelyublesome side constraints; instead, we
take them into the objective function of the prinpabblem, IP, with corresponding
Lagrangean multipliersy. Afterward a Lagrangean relaxation problem,, L then
constructed, and we can further make use of decsitipoto separate this LR problem
into several easily solvable subproblems, whichralependent to each other.

Besides, LR also facilitates effective obtaining ttoundary of objective in the
primal problem. While dealing with a minimizationoplem, the objective valu&p(w),

of the LR problem is always a lower bound (LB) aetprimal problem’s optimal
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solution [21], although this solution of LR problemay be infeasible for the primal
problem. Based on this, we will attempt to acqtieetightest LB, i.e., leZp(u) as large
as possible, by continuously tuning the Lagrangeamtiplier. The process of
unceasingly tuning the Lagrangean multiplier is\Wwnoas Lagrangean dual problem;
then, we adopt one of the most popular approachisThat is the subgradient method.

While the LR problem is solved, we then turn tosidar whether the solution is
feasible to the primal problem. If the solution nse@ll requirements of primal
constraints, a satisfying optimal solution is acgdj otherwise, we have to further
develop some appropriate heuristics to make theasgilble solution become a feasible
one, according to some hints from the earlier (gses.

By the way, each feasible solution.of the primalgdem also provides an upper
bound (UB) of the optimal value to it; thé-re_forlaetactually optimal solution of the

primal problem can be guaranteed-within-the ranggvéen the UB and LB obtained

before. | ==

=\

The Lagrangean relaxation r,_néth&il is lillustratedrigure 3-1, and the solution

process of AEA model based on this approach is phhesented in section 3.1.2.
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Feasible Solution

Primal Problem IP Objective Valug

(IP) J‘

Proper
Heuristics

Is X feasible
for IP?

LR Problem

o Lagrangean
<) Dual Problem

—/

(LR, R
- -Adjust Lagrangea
Decomposition LR, Opﬂlmal ValuleZD(ﬂ)
Demslon Vanablexk
Subproblem Subproblem
(Sub 1) . (Sub n)

Figure 3-1 Process of Lagrangean Relaxation Method

3.1.2 Lagrangean Problem of the AEA Model

Making use of Lagrangean relaxation method, we thenprimal problem (IP 2)
into the Lagrangean relaxation problem (LR 1) bgximg the constraints (IP 2.1), (IP
2.2), (IP 2.9), and (IP 2.10). With a vector of taggean multipliers, the Lagrangean

relaxation problem can be shown as follows.
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Optimization problem:

2y (L o s 1) =
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The Lagrangean multipliersy, uo, u3, andu, are the vectors of &'}, { 1},
{ £}, and {4}, respectively, wherg, anduz are non-restricted, apgdandu, are

both non negative. Afterward we decompose (LR 1p ifour easily solvable

independent subproblems as shown in the followangep.
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Subproblem 1.1 (related to decision variablep)

Zouaa(Hp ) =MD >0 > (X0, +>, > H'X, (Sub 1.1)
iON wOW (@R, ON @R,

Subject to:

2 %<1 OwOW (Sub 1.1.1)

PR,

Xo=0o0r1 OpOR, wOW (Sub 1.1.2)

We decompose (Sub 1.1) into |W| independent sulgmsb Sinceuw; as the
associated node weights in subproblem 1.1 are egative, the first part of each
subproblem can be efficiently resolved by Dijkséteortest path algorithm. Afterward
we add the second part, which is relateganto the result from the first part. When
the destination of an O-D pair is a,core n(_)_de, wek add the result of this subproblem
without doubt. On the other hand, When ltlhe destinavf an O-D pair is a non-core

node, we add the result of tﬁi's'subp[(gplghi'onlyi& result is negative. Accordingly,

e
-

the complexity of subproblem _1.1- is qutas the ohdijkstra’s algorithm, O,

where |N| is the number of nod'e's.,:' LE

Subproblem 1.2 (related to decision variablg;)

Z oo o ) =min =2 4 (N0 y 2 4Py +2. 2 G iy (Sub 1.2)

iON iON v fOF

Subject to:
yi=0orl 0i Ju (Sub 1.2.1)
yi=1 aiaT (Sub 1.2.2)

In subproblem 1.2, there are just two possibilibéslecision variable; for every
non-core node in the network. Therefore, we canext®usted search to find oyt
should be 0 or 1 that makes the objective valuemized, for each non-core node

The complexity of subproblem 1.2 is Bj} where |[N| is the number of nodes.
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Subproblem 1.3 (related to decision variablgim, z)

Zsub]..3(/'13’ Iu4) =
1+(z -1/
mlné m%f'r“\”—l (Cm)[ (Zm ) m:l (SUb 13)
DD 0 D Y 2D D Him Yo Z
i fOF mOM, iU fOF oM,
Subject to:
y. <R OiON,mOM,, fOF (Sub 1.3.1)
=R OiOT,mOM,, fOF (Sub 1.3.2)
ym=0o0r1 OiON,mOM,, fOF (Sub 1.3.3)
Zy = %} Y OmOM,, fOF (Sub 1.3.4)

In subproblem 1.3, we firstd#iys of core'nedes equal to th&rs, and calculate
the correspondingns. Then, there ar'e 'éﬁi@sm choices for every decisariableyin,

which's Rppequals to 1, in each non- core node yfnas correspondin@, equals to 1,

we just determine whether the absolute value dftlee parts of thisyin, which are

related tqus andus, is larger thand, (c,)A or not, whered, (c,) is the attack cost of

m and 1 is the consistent ratio of redundant componemickttost caused by attack

experience accumulation. If the absolute valudeirtsum is bigger, we let thyg, be 1
and calculate its corresponding,, otherwise, we just set thig;, to 0. If its
correspondin@,, equals to 0, we mark thoggs that lead to negative subresults of its

last two parts and sum up their subresults. Ifghsolute value of such sum is larger
than am [1+ x 1 /1] wherex is the number of thosg.s that lead to negative
subresults, we set all those markggs to 1 and calculate the correspondifg
otherwise, we just set those markggs to 0. The complexity iSub 1.3)is O(NIxIMI),

where |N| is the number of nodes, and |M| is tmelmu of redundant component types.
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Subproblem 1.4 (related to decision variablgimg, Znd)

ZsubL4(1u4) =
- A (Sub 1.4)
mmz Z z ﬁ arnd(cmd)[1+( Zmd_l)A mdjl_zza ifz z /UAifmyimc
fOF mOM; dOD, |N| iU fOF  mOM; dOD,

Subject to:

Yig < Ry OiON,mOM,, fOF,dO D, (Sub 1.4.1)
yimd:Rmd 0idT,mO Mf,fD F,dO Dm (SUb 1.4.2)
Yima=0or 1 OiON,mOM,, fOF,dO D, (Sub 1.4.3)
Zoa = 2 Yima OmOM,, fOF,d0 D, (Sub 1.4.4)

iON

In subproblem 1.4, we first le)tm.]ds -bf core nodes equal to théRkmgs, and
calculate the correspondirihgs, _'i'her], ther_e. are or_l_ly two choices for every deais
variableyimg, Which’s Rmgequals to 1|@ach non-core node. if.@'s corresponding
Zmqequals to 1, we just determ_i'ne Whet%er the absafalue of the part related tgof
this yimq is larger thana,_, (cmd)/.l. d'rl- nat, wh_é_:lrle:émd(cmd) is the attack cost af and
A is the consistent ratio of defense mechanismlattast caused by attack experience

accumulation. If the absolute value is larger, wethisyng be 1 and calculate its
correspondin@ g otherwise, we just set thyg,q to O. If its correspondingng equals to

0, we mark thosgmgs that lead to negative last parts and sum up slubiresults. If the

absolute value of such sum is larger thap,(c,)[1+(x-1)A] wherex is the

number of thosgings that lead to negative subresults, we set alktioarkedyimgs to 1
and calculate the correspondifgg otherwise, we just set those markggs to 0. The

complexity of subproblem 1.4 is Q(kIDI), where |N| is the number of nodes, and |D| is

the number of all defense mechanism types.
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3.1.3 The Dual Problem and the Subgradient Method

The Lagrangean Relaxation problem (LR 1) can beesbby optimally solving
the above subproblems (Sub 1.1~ Sub 1.4), respécti's mentioned in section 3.1.3,
every solution ofZp yields a lower bound oFp in minimization problems. Therefore,
we construct a dual problem and solve it by thegeautient method to acquire a LB
which is as tight as possible.

Dual Problem

Zy, =MaxZy (1, s ) (D1)

Subject to: 14,4, 20

Use a vectom as a subgradient oF, (14, 14,, 45, 14,), and the multiplier vector
k — k k k k H .l;+1_ k KoK H H H
M= 1y, 1y, 1,) IS updated by ==+t m™ in iterationk of the subgradient

process, where

o

M (' 1y 1) = (. D &in_-(lN—#'l_')__f_yJZ X=X Y= %o % R M)

wow @R, : | == BiFR ) M an a R

N W S | YA
The step sizet, is derived fromt* }:)IZ'PZ”—_%"‘DZ(*U—), where 1 is a scalar from 0 to
: m

2. The initial value off is usually set as 2, and we halve it while the vadtie of
objective function is not improved within a limitedumber of iterations. Furthermore,
Z,., represents the best upper bound of primal objedtimction value that we have

obtained by iteratiok.

3.1.4 Getting Primal Feasible Solutions

The procedure of Lagrangean Relaxation not onlyides us a lower bound for
the primal objective function value, but also giwes some hints to develop proper

heuristics for getting primal feasible solutionshu§, we make use of some LR
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multipliers and decision variables to develop a B&sed heuristic attack algorithm to
deal with the attack problem discussed in AEA model

First, the attacker must decide which paths to talse attack paths for
compromising all core nodes, and we take advantddbe result of subproblem 1.1
(Sub 1.1) which is related to attack path choice, to crehéeattack paths. Instead of
directly using the result of subproblem 1.1 asdtiack paths, we redefine the path cost
of each node and run Dijkstra shortest path algrito construct the attack paths to all
core nodes. We calculate the lowest attack cosbofpromising each non-core node,
l.e., the attack cost of compromising the weakedtindant component, and divide it by
1,000. This result is added to tlag, thus the path cost of each node is decided.
Moreover, we induce the attacker to take those comgzed nodes as hop sites when
choosing paths to achieve the reméined ébr_e nddesway of doing above idea is to
let the path cost of each chosen node b_e_-zeropiacm original node path cost after
deciding any attack path, and then 'ré;:{fr{'-.bijkstrarmst path algorithm for achieving
the next core node. This procedurg'wili:t-)e éxecumd reaching all core nodes from
starting nodes. ¢ .

According to the descriptions of our attack scemarihe attacker must
compromise all core nodes by compromising all reldum components with defense
mechanisms allocated to them. Thus, we compronis@dundant components with
defense mechanisms in core nodes; meanwhile, we thawalculate the corresponding
ZyS andZms.

The last step of this LR-Based attack algorithrntoisletermine which redundant
component with defense mechanisms to compromii@se non-core nodes which are
on the attack tree, so we need to find out theclattast of each redundant component
with defense mechanisms for each non-core nodelwkion the attack tree. When

considering the cost of compromising these non-awdes, the impact of attack
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experience accumulation is also our concern. Ifethe a kind of redundant component
which has been compromised before, i.e., its cpomdingZ,is already set to non zero,
its attack cost will be only seen as the fixed p@ftcourse, this rule is also applied to
defense mechanisms. At last, we choose the reduncamponent with defense
mechanisms that totally costs least within a nomcoode to compromise for
penetrating each non-core node on the attack freeng the attack processes in these

non-core nodes, the correspondifiag andZ,s also need to be updated continuously.

3.2 Solution Approach for the RAP-EDM Model

The LR-Based heuristic attack algorithm proposedseaction 3.1.4 makes the
attacker achieve the ultimate goal in an e_f_fic'way, and it also provides the defender
some information about the intelligent attacker&hévior in the meantime. As the
references of redundancy and deféqgg'__éllocatidél,information really helps the
defender a lot. Therefore, we design- ;_._He'urisi'mx:alion algorithm which is highly
related to the LR-Based attack'algorithm. We:cdaﬂsi LR-Based allocation algorithm
and introduce it below. y :

The LR-Based allocation algorithm consists of twairmparts, initial allocation
and allocation adjustment. In the process of indlbcation, the first thing we need to
deal with is satisfying the service continuity regment, so we first allocate redundant
components to all nodes following a predefined pordée core nodes have the first
priority to get the types of redundant componenith Wwigher costs, so we allocate as
many different kinds of more expensive redundanmnmonents to core nodes as
possible considering the capacity and budget cainsst We then allocate unused types
of redundant components to those non-core nodeshvere 1-Hop away from starting

nodes or 1-Hop away from core nodes, and we allocateinddnt components to the

remained non-core nodes at last. Unlike allocatgayindant components to core nodes,
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we allocate the required number of a same kincedfindant components, rather than
different kinds of redundant components, to noreagaydes. The reason is that we give
the attacker no chance to choose a more vulneradendant component within a
non-core node to compromise for penetrating purpdseeover, the times of allocating
each kind of redundant component should be as algmitvas possible when allocating
redundant components to non-core nodes.

After satisfying the requirement of service contipuwe allocate as many
different kinds of defense mechanisms to proteet rdfdundant components in core
nodes if the remained budget is abundant. Then xezute the LR-Based attack
algorithm and record how many times each non-coderas been really compromised
within 2,000 iterations. Those non-core nodes Wigher records will be allocated with
defense mechanisms first, so'they will ha'\./-e_strolpgebability to get more expensive
defense mechanisms. Because'the -_attac_k_e_r canashpithoose the most vulnerable
redundant component with defense'rr.\gféf?ignisms tokdba compromising a non-core
node, we must allocate the _s_am_é klnd 01;: defensehamézm to every redundant
component within a non-core néde if. we d:;ecide tocate any kind of defense
mechanism to a redundant component in such noderbtecting each non-core node
as fairly as possible, the allocation of defensehmagisms is in rotation following the
priority made by the above record, i.e., a non-cwée get allocated a kind of defense
mechanism each time. The allocation of defense amesims will be executed until
running out of budget, and the first part of the-BRsed allocation algorithm, initial
allocation, is finished.

After finishing the initial allocation of this netwk, we rerun the LR-Based attack
algorithm and still record how many times each nore node has been actually
compromised within 2,000 iterations. If the totalloeation cost of redundant

components and defense mechanisms in a non-coeewitid a lower record is higher
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than the total cost of another same functioned cwe-node with a higher record, we
exchange whole their allocations. This kind of athuent will continuously executed
until we let those non-core nodes that are commedimore frequently be sure to get
the more expensive allocation of redundant comptsrnemd defense mechanisms, and a
round of adjustment is finished.

The process of allocation adjustment is compargtigemple, and it is just
composed of many rounds of adjustment. We keepatepgethe procedure described in
last paragraph until the total number of roundsea the limit number of execution,
and we then take the allocation that causes theebigotal attack cost compared with

all the other results of each round as the firlakation decision.

3= |
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Chapter 4 Computational Experiments

4.1 Computational Experiments with the AEA Model

To prove how effective our algorithms proposed eesipely for the AEA model
and the RAP-EDM model actually are, we additionglpvide two simple attack
algorithms and a randomized allocation algorithm the comparisons with our

LR-Based algorithms.

4.1.1 Simple Attack Algorithm t-and Simplé'-Attack Agorithm 2

We adopt Dijkstra shortest path ;Léonthm as théhoek of choosing attack paths
reaching the core nodes in both: s_imble -f.:&tack _'ﬂlgorl and simple attack algorithm 2,
but there is a main difference betv&ee‘n these @d that is the path cost of each node.
We take the physical distance, i.e., the hop ctmupther nodes, as the path cost of each
node in simple attack algorithm 1.

In simple attack algorithm 2, we calculate the cidtaost of compromising each
redundant component with defense mechanisms in eankcore node and let the
minimum attack cost of a redundant component wighivon-core node be its path cost.
On the other hand, we let the path costs of ak cmdes be 0.

After deciding the attack paths, the fallowing step these two simple attack
algorithms are just the same. We compromise alé cuvdes by compromising all
redundant components with defense mechanisms tdbhaa them and update the
records of correspondirdy, andZmq.
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The last process of two simple algorithms is compsing the cheapest
redundant component with defense mechanisms inm@acitore node that was chosen
in the first step. Of course, the impact of attegkerience accumulation must be under
consideration when choosing the most approprialengant component with defense
mechanisms to compromise, and the records,@ndZ,q also have to be kept updating

continually in this procedure.

4.1.2 Randomized Allocation Algorithm

Because RAP is seldom discussed under a netwatkalefense scenario, there
is no suitable well-known question to evaluate quality of our LR-Based allocation
algorithm. We implement a randomized allocationodatgpm that fulfills the service
continuity requirement, budget cons.traint,.and cdapaonstraint, to compare with our
proposed allocation algorithm.” D

We first randomly allocate the re'g't;_'i}rhéd:numbere:nfundant components to each
node for complying with the s'eryicé c&ﬂinui_ty regment, and we then each time
allocate a randomly chosen défeﬁse’ mech'aniém edundant component in a node if

there is still remained budget after satisfying ffeevice continuity requirement. This

randomized allocation process will be terminate@mvthe budget runs out.

4.1.3 Core Focused Allocation Algorithm

Under the defense/attack scenario we discussesl,oibvious that the defender
should allocate as more different kinds of redubdaomponents and defense
mechanisms as possible to enhance the total attas&tkof compromising the whole
network. Therefore, we propose another allocatitgoraghm that first focuses on
allocating redundant components and defense mexrhario the core nodes well. After

taking care of the core nodes, we then randombycate redundant components and
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defense mechanisms to each non-core node. Of cauesenust make this allocation
comply with the service continuity requirement, tag@acity constraint, and the defense

budget limit.

4.1.4 Experiment Environment

We implement the AEA model on a notebook, HP 214ickvis equipped with
Intel Atom™ N270 1.60GHz CPU and 2GB RAM. The OS of this eikpent notebook
is Windows XP Home Edition SP3, and the coding mmment is Dev-C++ Version
4.9.9.2.

We compare our proposed LR-Based attack algorithth two simple attack
algorithms under two different allocations in adgmetwork topology because of
physical defense in depth provided. by tﬁis.kindthfology. The different functions
provided by every node are'randq_rr!Ly‘.d__e'cided.,"'amh goon-core node has 50%
probability to provide only transmiss'i%;;:Tfupctiorather than those certain service
functions provided by the core'nqdés. '-l'..k-lere;arq)ﬂimefined core nodes in the target
network, and their positions ére ;:onsisten't'. T}rwi&e continuity requirement forces
the expected value number of redundant componemadh node not to be smaller than
2, and the maximal number of redundant componetdstly allocated in each node is
restricted by the capacity limit which equals to 5.

The prices of different kinds of redundant compdseare between 50 and 100,
and their reliabilities, i.e., the probabilitiesaththese redundant components operate
properly considering natural disasters random syrare between 85% and 99%. The
prices of different kinds of defense mechanismshateveen 1 and 20. We define the
fixed part of attack cost for compromising differeedundant components and defense
mechanisms as the attack threshold multiplied bgndom ratio which is between 1%
and 30%.
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To prove our LR-Based attack algorithm is generalytable for use, the
experiments are implemented under fifteen diffeygarameter settings, and which are
composed of the different values provided by fivainmparameters: Number of Nodes,
Defense Budget, Number of Functions, Size of Redoh@omponent and Defense
Mechanism Choice Sets, and the relationship betwreeattack costs and the prices of
all redundant components and defense mechanisms.

It is most worthy to mention that we set three edéht kinds of relationships
between the attack costs and the prices of alln@aht components and defense
mechanisms, and which are linear, convex, and e@achn order to bring some
variations into the attack costs, we randomly addchimus a little portion of the prices
in addition.

At last, we provide the de_tail'settih.g-gs_ of. all esipeent parameters mentioned
above together with some “important paramete'rs gjrdregean Relaxation in the

Ja—

following table, Table 4-1. | ‘ ,

Table 4-1 Expe’rime'ht Parameter Séttings of the Modlel

Experiment Platform CPU: Intel Atom'™ N270 1.60GHz
RAM: 2GB
OS: Windows XP Home Edition SP3
Programming_] Environment Dev-C++ Version 4.9.9.2
Parameters of LR
Parameters Value
Limit of Iteration Numbers 2000
Limit of Improve Count 80
Initial Value of LB 0
Initial Value of Multipliers (L1, (L2, (L3, (La=0
Initial Scalar of Step Size 2
Parameters of the AEA Model
Parameters Value
Testing Topology Grid Networks
Number of Core Nodes 6
Service Continuity Requirement 2
Capacity Limit of Redundant 5
Components
Probability of the Non-Core Nodeg 50%
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Providing Service Functions

Number of Nodes 49, 100, 400
Defense Budget 30000, 50000, 100000
Number of Functions 3+1, 5+1, 10+1(add a transimms&inction)

Redundant Component and Defensko, 15, 20
Mechanism Choice Set Size
Costs of Redundant Components| 50 ~ 100

Probabilities of redundant 85% ~ 99%

components operating properly

Costs of Defense Mechanisms 1~20

Defense Capability Functions a(c)=c”0.5 £ (1~5%) *c,

(Attack/Defense Cost Functions) | 4(c) =c” 1 + (1~5%) *c,
a(c)=c”2 £ (1~5%) *c
Ratios of the Fixed Attack Costs 1%~30%

Attack Strategy LR-Based Attack Algorithm, SA1, SA2
Redundancy and Defense LR-Based Allocation Algorithm,
Allocation Algorithm Core Focused Allocation Algorithm,

Randomized Allocation Algorithm

4.1.5 Experiment Results

The metric we use for (—:fval.uating the eﬁicien_c;anfattack algorithm is the total
attack cost that the attacker _ﬁeeds to 'Egy_'@fb.reah’rg.the ultimate goal, compromising
all core nodes, in the target networ'k,. F&f-.ar; ktegorithm, the fewer total attack cost
means it is more effective to aéhie\;e the att_éc:ad.gb

The LR value is the result calculated by our prepiosR-Based attack algorithm
during the getting primal feasible solution procemsd SA1 and SA2 are the results
obtained form simple attack algorithm 1 and simgiiack algorithm 2, respectively.
The LB is the lower bound got from LR procedured ahe GAP is calculated as

LR- LBXlOO%

to evaluate the quality of LR. For clearly demoashg the difference

between LR-Based attack algorithm and the otheescalculate the improvement ratio

Mx 100% Mx 100%

of LR to SA1 and SA2 as SA and SA? , respectively. The

results of experiments are demonstrated in theviatg pages.
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Table 4-2 Attack Results of the Experiments on@#ht A/D Cost Functions

100 Nodes, 50000 Budget, 3+1 Functions, 10 Types

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

Improvement]
Rate to SA2

Attack cost =
Defense cost 0.4

LR-Based
Allocation

1191.99

44.36

19.28

Core Focused
Allocation

934.82

16.46

7.00

Randomized
Allocation

534.719

28.48

15.49

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

Attack cost =
Defense cost ~ 1

LR-Based
Allocation

5556.23

. 49.89

25.24

Core Focused
Allocation

4409.95

21.31

11.46

Randomized
Allocation

32.15

11.29

2770.61

LR-Based
Attack Costf|

GAP (%)

Improvement
Rate to SA1
(%)

Attack cost =
Defense cost 2

LR-Based
Allocation

¥ 203793

49.39

35.29

Core Focused
Allocation

162920

22.70

23.92

Randomized
Allocation

154362
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Table 4-3 Attack Results of the Experiments ond@#ht Network Sizes

Attack cost = Defense cost * 1, 3+1 Functions, yifies

49 Nodes
25000 Budget

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

Improvement]
Rate to SA2

LR-Based
Allocation

4491.73

20.13

26.53

Core Focused
Allocation

3646.68

9.61

8.08

Randomized
Allocation

2529.51

10.71

12.34

100 Nodes
50000 Budget

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

LR-Based
Allocation

5556.23

. 49.89

25.24

Core Focused
Allocation

4409.95

21.31

11.46

Randomized
Allocation

32.15

11.29

400 Nodes
200000 Budget

2770.61

LR-Based

“ (o
Attack Costf| GAP Q6)

Improvement
Rate to SA1
(%)

LR-Based
Allocation

¢ 52108

59.89

19.36

Core Focused
Allocation

4907.68

39.60

4.46

Randomized
Allocation

3436.64

52.92
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Table 4-4 Attack Results of the Experiments on@#ht Defense Budget

Attack cost = Defense cost * 1, 100 Nodes, 3+1 frums, 10 Types

30000 Budget

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

Improvement
Rate to SA2

LR-Based
Allocation

5093.43

30.88

19.36

Core Focused
Allocation

3170.80

27.37

9.22

Randomized
Allocation

2134.22

20.93

12.77

50000 Budget

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

LR-Based
Allocation

5556.23| .

49.89

25.24

Core Focused
Allocation

4409.95

21.31

11.46

Randomized
Allocation

32.15

11.29

100000 Budget

2770.61
LR-Based "}~

Attack Cost

" GAP.(%)

Improvement
Rate to SA1
(%)

LR-Based
Allocation

55657

4417

27.91

Core Focused
Allocation

4783.47

35.71

15.14

Randomized
Allocation

4516.21
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Attack cost = Defense cost * 1, 100 Nodes, 5000dgBt) 3+1 Functions

Table 4-5 Attack Results of the Experiments ond@#ht Choice Set Sizes

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SA1
(%)

Improvement]
Rate to SA2

LR-Based
Allocation

5556.23

49.89

25.24

Core Focused
Allocation

4409.95

21.31

11.46

Randomized
Allocation

2770.61

32.15

11.29

15 Types

LR-Based
Attack Cost

GAP (%)

Improvement
Rate to SAl
(%)

LR-Based
Allocation

7440.05

. 43.50

26.33

Core Focused
Allocation

5664.00

20.51

9.77

Randomized
Allocation

33.15

21.24

2932.09

LR-Based
Attack Costf|

GAP (%)

Improvement
Rate to SA1
(%)

LR-Based
Allocation

“'9717.51

44,23

22.35

Core Focused
Allocation

7038.98

18.98

6.68

Randomized
Allocation

3581.61
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Table 4-6 Attack Results of the Experiments on@#ht Numbers of Functions

Attack cost = Defense cost * 1, 100 Nodes, 5000dgBt) 10 Types

Improvement
GAP (%) | Rate to SAl
(%0)

LR-Based
Attack Cost

_ LR-Based
3+1 Functions | Allocation ©556.23]  49.89 25.24

Core Focused
Allocation 4409.95 21.31 11.46

Randomized
Allocation 2770.61 32.15 11.29

Improvement
GAP (%) | Rate to SAl
(%0)

LR-Based
Attack Cost

LR-Based
5+1 Functions Allocation 6578.06 49.88 30.98

Core Focused
Allocation 4719.81 26.27 16.12

Randomized
Allocation 3406.18 22.40 12.89

Improvement
GAP (%) | Rate to SA1
(%0)

LR-Based
Attack €ost

LR-Based <
10+1 Functions [ Allocation 7538.73 47.84| 22.13

Core Focused
Allocation 4963.68 26.31 12.08

Randomized
Allocation 3442.62 33.96 17.95

4.1.6 Discussion of Results

Our proposed LR-Based attack algorithm always h#lpsattacker achieve the
ultimate attack goal, i.e., compromise all coreash the target network, with a lower
total attack cost compared with the simple attdgkrahm l1and 2. The total attack cost
achieved by the LR-Based attack algorithm is albb@f#o~35% lower than which
achieved by the simple attack algorithm 1 and al0&t lower than which achieved by
the simple attack algorithm 2 in average.

Moreover, there is a fact that the LR-Based ati@gorithm seems to provide
more help when the attacker attempts to comproiifis®@ased allocated networks in

Mmost cases.
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4.2 Computational Experiments with the RAP-EDM Modé

4.2.1 Experiment Environment

The experiment environment and parameter settihgjseoRAP-EDM model are

similar to which of the AEA model,

thus we direcflsovide them in the table below.

Table 4-7 Experiment Parameter Settings of the EARA Model

Experiment Platform

Y

CPU: Intel Atom'" N270 1.60GHz
RAM: 2GB
0OS: Windows XP Home Edition SP3

Programming Environment

Dev-C++ Version 4.9.9.2

Parameters

of the RAP-EDM Model

Parameters

Value

Testing Topology

Grid Networks

Number of Core Nodes

6

Service Continuity Requirement

2

Capacity Limit of Redundant
Components

5

Probability of the Non-Core Nodes
Providing Service Functions

50%

Discount Rate of Attack Threshold

~10%—,

Number of Nodes

49:-100, 400

Defense Budget

30000, 50000, 100000

Number of Functions

' |3+1,.5+1, 10+1(add a transmisiinction)

Redundant Component and Defex,
Mechanism Choice Set Size

$0, 15, 20, /

Costs of Redundant Components

50~ 4100

Probabilities of redundant
components operating properly

85% ~99%

Costs of Defense Mechanisms

1~20

Defense Capability

a(c)=c”0.5 £ (1~5%) *c,
alc)=c” "1 £ (1~-5%) *c,
ac)=cn2 + (1~5%) *c

Attack Strategy

LR-Based Attack Algorithm, SA1, SA2

Redundancy and Defense
Allocation Strategy

LR-Based Allocation Strategy,
Randomized Allocation Algorithm

Number of Allocation Adjustment

4.2.2 Experiment Results

80

The metric we use for evaluating the robustnesmddllocation is the total attack
cost that the attacker needs to spend on compnognai core nodes in the target

network. For an allocation, the more total attadstcthat an allocation forces the
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attacker to pay represents it is more robust wheimd@y malicious attacks.

The LR value is the total attack cost that the ch#ta needs to spend on
compromising all core nodes when attacking a LReBaallocation network. The RA
value and the CF value are the total attack cadtahrandomized allocation network
and a core focused allocation network force thack#r to pay for compromising it,
respectively. For clearly demonstrating the diffee between LR-Based allocation
algorithm and the randomized allocation algorithwe, calculate the improvement ratio

to RA as %xloo%. On the other hand, we also calculate the impr&rgmatio

to CF as%me% to show how better the LR-Based allocation alfonitis,

compared with the core focusedrallocation algorithfine data obtained from

experiments are provided below:

=

Table 4-8 Defense Resultsiof the -E:).cpe-ri'ments ofef@ifht A/D Cost Functions
100 Nodes, 50000 Budget, 3+1 Functions, 10 Types

LR-Based SA1l SA2
Attack Cost Attack Cost Attack Cost

Attack  cost =" R Based Allocation 1191.99 1421.84
Defense cost~ 0.9

Improvement Rate to CF (%) 27.51 42 .15
Improvement Rate to RA (%) 122.92 130.24

LR-Based SA1l
Attack Cost Attack Cost

Attack cost = ;

Defense cost A 1 LR-Based Allocation 5556.23 6958.69
Improvement Rate to CF (%) 25.99 41.57

Improvement Rate to RA (%) 100.54 125.69

LR-Based SA1l
Attack Cost Attack Cost

Attack cost = i

Defense cost A 2 LR-Based Allocation 203793 275719
Improvement Rate to CF (%) 25.09 36.57

Improvement Rate to RA (%) 32.02 56.16
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Table 4-9 Defense Results of the Experiments ofe2ift Network Sizes

Attack cost = Defense cost * 1, 3+1 Functions, yifies

LR-Based
Attack Cost

SAl
Attack Cost

SA2
Attack Cost

49 Nodes
25000 Budget

LR-Based Allocation

4491.73

5683.16

Improvement Rate to CF (%)

23.17

44.20

Improvement Rate to RA (%)

77.57

100.00

LR-Based
Attack Cost

SA1l
Attack Cost

100 Nodes
50000 Budget

LR-Based Allocation

5556.23

6958.69

Improvement Rate to CF (%)

25.99

41.57

Improvement Rate to RA (%)

100.54

125.69

LR-Based
Attack Cost

SAl1l
Attack Cost

400 Nodes

LR-Based Allocation

6219.5

7423.57

200000 Budget

Improvement Rate to CF (%)

26.73

44.81

Attack cost = Defense cost * 1, 100 Nodes, 3+1 froums, 10 Types

Improvement Rate to RA (%)

80.98

63.54

LR-Based
Attack Cost

SAl
Attack Cost

SA2
Attack Cost

30000 Budget

LR-Based Allocation

5093.43

6079.39

Improvement Rate to CF (%)

60.64

75.54

Improvement Rate to RA (%)

138.66

152.59

LR-Based
Attack Cost

SAl
Attack Cost

50000 Budget

LR-Based Allocation

5556.23

6958.69

Improvement Rate to CF (%)

25.99

41.57

Improvement Rate to RA (%)

100.54

125.69

LR-Based
Attack Cost

SA1l
Attack Cost

100000 Budget

LR-Based Allocation

5565.7

7119.3

Improvement Rate to CF (%)

16.35

29.26

Improvement Rate to RA (%)

23.24
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Table 4-11 Defense Results of the Experiments dief@nt Choice Set Sizes

Attack cost = Defense cost * 1, 100 Nodes, 5000dgBt) 3+1 Functions

LR-Based
Attack Cost

SAl
Attack Cost

SA2
Attack Cost

10 Types

LR-Based Allocation

5556.23

6958.69

Improvement Rate to CF (%)

25.99

41.57

Improvement Rate to RA (%)

100.54

125.69

LR-Based
Attack Cost

SA1l
Attack Cost

LR-Based Allocation

7440.05

9398.83

Improvement Rate to CF (%)

31.36

51.17

Improvement Rate to RA (%)

153.75

164.39

LR-Based
Attack Cost

SAl
Attack Cost

LR-Based Allocation

9717.51

11889.4

Improvement Rate to CF (%)

39.36

59.94

Attack cost = Defense cost * 1, 100 Nodes, 5000idgBt) 10 Types

Improvement Rate to RA (%)

171.32

185.08

LR-Based
Attack Cost

SAl
Attack Cost

SA2
Attack Cost

3+1 Functions

LR-Based Allocation

5556.23

6958.69

Improvement Rate to CF (%)

25.99

41.57

Improvement Rate to RA (%)

100.54

125.69

LR-Based
Attack Cost

SAl
Attack Cost

5+1 Functions

LR-Based Allocation

6578.06

8616.26

Improvement Rate to CF (%)

39.37

57.21

Improvement Rate to RA (%)

93.12

124.07

LR-Based
Attack Cost

SA1l
Attack Cost

10+1 Functions

LR-Based Allocation

7538.73

9206.93

Improvement Rate to CF (%)

51.88

65.49

Improvement Rate to RA (%)

118.98
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Figure 4-1 Defense Results of the Experiments amc&ege A/D Cost Function
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Figure 4-3 Defense Results of the Experiments amv€oA/D Cost Function
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4.2.3 Discussion of Results

No matter adopting what kind of relation functioetlween the attack costs and
defense costs of redundant components and defersbamisms, the LR-Based
allocation algorithm can always provide much betlefense capability compared with
the randomized allocation algorithm and the cooei$ed allocation algorithm.

The different attack cost of compromising the neksan different sizes is shown
in Figure 4-4. The larger networks cost the attackere for compromising the whole
network, but the enhancement of total attack castlg to be smaller while the choice
set sizes of redundant components and defense msgisaremain the same rather than
expanding with the network size. This improves itmgact of the attack experience
accumulation. Furthermore, the improvement ratighdly drops down when the
number of nodes increases from iOO té 400: This mrexplained as that larger
network provides the defender mo"r_e_z_ﬂ__spa_c':e to .'réryd(a‘rhd)cate different kinds of
redundant components and defense. rﬁgjlc_':f;én:ismsriartdemized allocation process.

We observe the impact en thé toi(;l atta_ck-costerblbs' the amount of defense
budget from Figure 4-5. Wheh thé defensé'bu;igeoﬁshat abundant, i.e., 30,000, the
LR-Based allocation algorithm can produce greatrowement ratio compared with the
randomized allocation algorithm and the core foduakocation algorithm; however,
the difference between the results caused by theatiion algorithms becomes smaller
when the defense budget is relatively ample, 160,000. The reason is that great
amount of defense budget lets the defender has makabilities of randomly
allocating different kinds of redundant componearid defense mechanisms into nodes
when adopting the randomized allocation algorithmexecuting the random allocation
procedure of the core focused allocation algorithm.

In addition, the marginal effect on the total dttaost produced by doubling the
defense budget from 50,000 to 100,000 is compaigtsiight, and we attribute this to
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the capacity limit and the attack experience acdatimn. In other words, the defense
budget of 50,000 seems enough to uniformly alloeditelifferent kinds of redundant

components and defense mechanisms to the 100-ngdeédnetwork under such

experiment parameter settings.

In Figure 4-6, the expansion of the choice setssmengs more kinds of products,
l.e., redundant components and defense mechanistosthis problem. When the
defender adopts the LR-Based allocation algorithvhjch gives consideration to
making the times of allocating each kind of produniform as far as possible, the
greater diversity of products really helps enhaheetotal attack cost. On the other hand,
the randomized allocation algorithm cannot makedgoese of the diversity of products
to enhance the total attack cost. Therefore, tliferdnce between the LR-Based
allocation and the randomized allocétion Be_comefembvious when the diversity of
products getting larger. This phenom_enon_ can assobiserved from Figure 4-7 because
the more functions a network needé fgié&%ovide,ndmee kinds of different redundant
components and defense mechani§ms the défendehcase for allocation.

At the end of this chapter:j. we providg some gumbdi for redundancy and
defense allocation according to the results of expnts above. The defender can
achieve much better defense results by adoptingistogated allocation methods, e.g.,
the LR-Based allocation algorithm, in three sitoas. Firstly, the defense budget is not
that abundant. Secondly, the choices of redundanponents and defense mechanisms
are rich. Thirdly, the target network provides makgds of functions. Moreover,
concentrating on strengthening the core nodesriaty enhances the total attack cost
under the defense/attack scenario we discussddstthe best way to enhance the total
attack cost is finding more non existing types elundant components and defense
mechanisms to allocate while the marginal effectefense investment on the total

attack cost becomes slight.
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Chapter 5 Conclusion and Future Work

5.1 Conclusion

Service continuity and networks are vital to busses nowadays without a doubt.
Redundancy is obviously an effective way to faaibt service continuity; however,
there is little research that studies RAP in nekwenvironments. In addition, the
principal concern of past RAP related works is tediability of whole system
considering only non man-made_faiIUres (é.g., Rétdisasters, random errors), but the
fact is that malicious attacks are‘ubiguitous; esil§ in. network environments.

In this thesis, we discuss RAP"ir.i;%‘_'?ﬁetwork topplexisting intelligent attackers
who attempt to compromise _wholp' né-'t:\_/vorl.g in-termsnatking all the core nodes
dysfunctional. Thus the network 6perator as a difemeeds to prepare for the worst
case that the attacker can always compromise tigettaetwork eventually. All the
defender can do is making the attacker pay fos mnaich as possible, and the defender
also has to concern about the service continuitsurasice for legitimate users
considering non man-made failures simultaneously.

In order to fully describe the above attack/defessenario in a clear way, we
formulate it as two mathematical models, RAP-EDMdeloand AEA model, to
represent the behavior of the defender and thekattarespectively. We successfully
model the competition between both sides into aheragtical problem and further

solve it by proposed mathematical methodology b&sedlistics. This can be regarded

as the key contribution of this work.
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Furthermore, current cyber attackers are brillianbugh to find out security
vulnerabilities and then develop hacker tools foose vulnerabilities to facilitate
follow-up attack activities. In other words, thdeligent attackers have the ability to
accumulate useful experience during their attackcgsses. We well transform this
feature of real attacks into mathematical formoladi in proposed models, and this is
another contribution provided by this thesis.

We experiment with our proposed attack strategy alhacation algorithm in
fifteen different grid network environments, whiafre resulted from different parameter
configurations. According to the results of compiotzal experiments, our proposed
attack strategy can always help the attacker comige the whole network with a
lower total cost compared with the other two simattack algorithms. On the other
hand, our proposed allocation algoﬁthm éonspicl}oaehances the total attack cost

that the attacker has to spend for-achieving atgmkl compared with randomized

allocation. b 2

i
':.

Most importantly, we provide gui(-jiéline.;s for-allacat of redundancy and extra
defense. When the defense bud::get- Is .not agundtmtdetfender especially needs to
choose and allocate well the redundancy and defémseldition, the defender also has
to carefully consider about how to well allocateluedancy and defense under the
following two circumstances. Firstly, the targettwerk provides many kinds of
different functions. Secondly, the choices of prdui.e., redundant components and
defense mechanisms, become more. When the maefiaet of defense investment on
the total attack cost tends to become small, th& b&y to further enhance the
survivability is expanding the sizes of product ickecsets rather than keeping investing

money in allocating more existed products.
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5.2 Future Work

As the thesis progressing to the end, there aree qossible extensions of our
research provided below for reference.

According to the results of experiments, allocatasy many different kinds of
redundancy and defense as possible really helpdefemder enhance the survivability
in terms of the total attack cost that the attackeends on compromising whole
network; however, there must exist a fact in rgatfitat purchasing a great number of
identical products at one time often gets extraaliat on price. Thus, the tradeoff
between the diversity of purchased products (inodedundant components and
defense mechanisms) and the bargaining power beconegesting and is worthy to be
discussed.

Furthermore, the maintenance cost ofid0-differguipments is absolutely much
higher than which of 10 identical eq@-igmg_nfs beeaéreat diversity of products brings
more complicated maintenance Works.c 'éo' ithe deferaftarwards. Therefore, the
maintenance cost can be calcu'lat_e'd inte-the dgteimyet in the future, and the impact
on maintenance cost resulted.fror.‘n éllocatéd prodivetrsity can be further described
in this problem.

In our current scenario, the whole plan about whobe providing what kind of
function is pre-specified and consistent. The parsét of core nodes are also predefined.
When we turn the role of the defender into the oekwplanner, he/she may have to
determine that the service functions should be igemlr by which nodes and decide
where to allocate core nodes.

Since each node providing what kind of functiondmes one of the defender’s
decisions, the service continuity requirement needs redefined at the whole network
level instead of the single node level based orrélakservice requirements of network

users. Therefore, the defender as a network plarameexploit redundancy to assure the
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service continuity of the whole network in a mocemomical fashion.

In this research, we model RAP in networkiemments as a defense/attack
scenario considering both non man-made failuresmaalitious attacks. Moreover, we
also clearly describe the real attackers’ capgbibt experience accumulation in a
mathematical way within our model. None the ledkthe issues of future research
mentioned above, e.g., the tradeoff between thersity of products and the bargaining
power, the concern of maintenance cost, have thenpal to make this research
conform to the reality more. Therefore, the follaw-research is worthy to be

conducted for enriching this work in the future.
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