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THESIS ABSTRACT

GRADUATE INSTITUTE OF INFORMATION MANAGEMENT

NATIONAL TAIWAN UNIVERSITY

NAME: YEN-YI HSU

ADVISOR: DR. YEONG-SUNG LIN

AN ENERGY-EFFICIENT ALGORITHM FOR CONSTRUCTING OBJECT

TRACKING TREES INWIRELESS SENSOR NETWORKS

In recent years, due to the rapid, growths in sensor technology and wireless

i
-

communication, Wireless Sensor Netlworii-&_ (.V\.fSNs) have _been applied in various
applications. Nevertheless, sensor‘nades are_highly energy-constrained, because of the
limitation of hardware and the'infeasibility, of *recharging the battery under a harsh
environment. Therefore, energy consumption of sensor nodes becomes one of the popular
issues.

In this thesis, our purpose is to achieve energy-efficient object tracking for an arbitrary
topology in WSNs. Object tracking typically contains two basic operations: update and
query. Most research only considers the update cost during the design phase, or adjusts the
structure by taking the query cost into consideration in the second round. We aim to

construct an object tracking tree with minimum total cost including both the update and



query costs. This problem is formulated as an integer programming problem. We use the
Lagrangean relaxation method to find an optimal solution and to develop a heuristic

algorithm for constructing an object tracking tree with minimum cost.

Keywords: Wireless Sensor Networks (WSNs), Object Tracking, Optimization,

Energy-Efficient, Lagrangean Relaxation (LR)
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Chapter 1 Introduction

1.1 Background

In recent years, because the rapid growth in wireless communication and the
inexpensive sensors capable of sensing environmental information, wireless sensor
networks have be used in a wide range of applications. Such as Military intrusion detection,
wildlife animal monitoring, civil applications.

As Figure 1-1, a lot of sensor nodes are deployed in a sensor field, and there is a
special node so called sink node.or base_station. ‘As even occurs, such the temperature
arising over a threshold or the:objective, wil(}life a{limal moviriginto a sensor node’s sensing

range, the sensor node collect the data and séﬁ&k;qu to the sink nede for further processing.

P

|

The scenario described above is called ejvent-el}i'ven because the sensor nodes are appointed
to monitor some event of interefsting. "l:here are tworother type of WSNss, called periodic and
query-based WSNs. In the former, all sensor .nodes periodically sense the data and send
back to the sink; in the latter, user sends a query message to the sink to require information
from some sensor nodes at any time.

There are many factors must be taken into account when designing the WSNs, such as
coverage, end-to-end delay, and lifetime. An important challenge in design of WSNs is the
battery level is fixed and it is infeasible to recharge the battery. Sensor nodes are highly

energy-limited due to the limitation of hardware and environment, therefore, more and more



research focus on the problem that how to prolong the lifetime, a lot of approaches were
proposed, such as sleeping scheduling, data aggregation tree[10][19], and add some

powerful nodes into the WSNss, etc..

e ® = o

- [ e | : =
Figure 1-1. A tyTi al'witcless TJFSOI network.

| f

Object tracking is one ofr_ih.e;' keL Flppli.cation iisLes of the W-SNS. It can be used to
track enemy vehicles, detect illleg.eilf:ibor.d.ér cnossi.r-lés, etc Sensor nodes are required to
sense and track the movement of mobile obj e;:ts then report to the special node, sink. Object
tracking wireless sensor networks typically involve two basic operations to maintain and
obtain the location of the target object [6].

The first is update. When object is moving from one sensor to another, the update of an
object’s location must be initiated to provide up-to-date information for the WSN. The cost

caused by object moving is so called “update cost”. The second is Query. In wireless

networks, sink acts as a gateway between the wireless sensor network and outside network.

2



A query for object’s location is usually sent from the outside network to the sink, and the
sink forwards the query message to other nodes in the WSN to collect some information.
“Query cost” is defined as the total cost caused by transmitting the query message.

These two operations are interleaved during the entire process. In order to prolong the
system’s lifetime with the limitations, adopting an adequate method to minimize the total

cost 1S necessary.

1.2 Motivation
There are many ways t0 maintain ebject’s infofmatien-while object move around in the

WSN and query about the 1ocation of the target object. We can separate the way of storing

Y
i

data into two situations. The first situation,“the-data will be stored in different sensor nodes

4 FE

as a distributed database. A simple way/to de-l:i;/er the. query .message is to flood the entire
network. However, great deals of ‘query amessages are v'&;asted although there is no update
message should be sent. Another aspect is to'store all the information in one specific node,
that is, the sink node. Once the sensor node senses the object is in its sensing range, the
sensor node sends the update message back to the sink. Once the query arrives at the sink,
there is no query message should be sent in the WSN. Even if the query cost is zero, the
update cost, which caused by object moving, is still considerable when the frequency of
object moving is high.

As described above, how to strike a balance between the update cost and query cost is



an important issue in object tracking wireless sensor network. We focus on the problem of
building an energy-efficient wireless sensor network for object tracking by using object
tracking tree with a given arbitrary topology. Accordingly, we are motivated to propose a
heuristic algorithm for constructing an energy-efficient object tracking tree rooted at the

sink so that the total communication cost can be computed and minimized.

1.3 Literature Survey

1.3.1  Object Tracking

There are many types of ebject tracking in design phase, such as cluster-based,
prediction-based, tree-based architecture,.etc.. In[8].-H. Yang and B. Sikdar adopt the cluster

based architecture in [18] te propose the Digfﬁbpt_ed Prediction Tracking (DPT) algorithm

-
ik

in order to address many challenges, sﬁch aslsbalablé coordination, tracking accuracy, ad
hoc deplorability, computation ;n.d cor.nmunication cost,power constraints.

The cluster-based architecture in [18]15. as Figure 1-2, wireless nodes are either
switches or endpoints. Only switches can route packets, but both switches and endpoints
can be the source or the destination of data. In the clustering scheme, it creates a set of
cluster at each layer. All nodes are joined to the lowest layer (Layer 0). Node B, G, and K
are the cluster representatives (or cluster head) of these clusters. These cluster head join the

next layer immediate above, and placed these nodes (B, G, K) into one cluster. Then select

the cluster heads of the clusters in Layer 1 and these nodes are also present in Layer 2.



To construct the hierarchical structure described above, it postulates some properties
that should be present in the clustering mechanism that run at each layer, each cluster is
connected, two cluster should have low overlap, clusters should be stable across node
mobility, etc.. As the DPS’s name suggest, this algorithms does not required any central
control unit, making it robust against random node failures.

There are many different type of prediction models, Linearly Prediction [8], Kalman
Filter[11], Gray Theory. The main idea of the prediction algorithm is based on an estimation
of the target’s present moving speed and directi'o-n to predict the target’s next predicted
location after a given period.of time. PPS can also adopt higher order prediction, which

predicts the nth location information using 'fhic_,'pre\'/ious n-1 actual location.

]
P —
G
Layar2
* .
B__K
e ‘e ®
e o o 8
f ] RO 0 OVE Layer 1
-9 . ® G
[
=B hEO"
7 e /o )
a® %/ J Layer 0
. . g !
C ek
(o ®F
D ::.T

Figure 1-2. A example of three-layer clustering architecture [8].

Y. XU, Julian Water, and W.C. Lee[17] proposed another prediction based algorithm so

called Prediction-based Energy Saving scheme (PES), which is used to minimize the

number of nodes participating in the tracking process, while inactivate other nodes into



sleeping mode. PES is proposed to eliminate the total power consumption by sleeping
scheduling in order to prolong the system lifetime.

“No matter what heuristic used in prediction mechanisms and wake up mechanisms, we
are not able to guarantee 0% missing rate, except for waking up all the sensor nodes each
time as the SM scheme does” quoted by [17]. If the object is not found by current nodes, it
needs a recovery mechanism to relocate the object. DPS and PES both contains an
appropriate recovery heuristic mechanism which is used to avoid system crashed due to
wrong prediction.

The other type of object tracking similar to'the cluster-based architecture is the

tree-based structure. H.T. Kung and D.’Vl@' mé@k.e two contributions in [1]. This paper

R I
= |

proposed a tree-based structure so called S’I:F‘UN — Scalable Tracking Using Networked
Sensors—a scalable tracking afchitect:ure called hier.arc?y treé. “The tree is rooted at sink
node, the leaves of the tree are Sensm;s, and the other .nodes are communication nodes, which
are called intermediate nodes. Each intermediate node stores the set of object that were
detected jointly by its descendants”[1]. The set called detected set or detected list. For
example, the detected set of at a sensor node consists of the objects within the sensor’s
sensing range; while the root’s detected set contains all objects present in the entire region. In
order to maintain the detected list up to date, update message should be sent back to the sink
node from the sensor nodes. However, the message does not always need to reach the root;

we will discuss the update mechanism in 1.3.2.
6



The second contribution of [1] is DAB (drain-and-balance), a method to construct
STUN’s hierarchical structure in a bottom-up fashion through a series of DAB steps. Within
each DAB step, consisting of two phases, Draining and Balancing; a subset of the sensors is
properly merged into balanced subtrees, and the high-rate subsets are merged first. “In the
first phase, sensors are partitioned using one or more event rate thresholds or called
draining thresholds. Then, it adds those nodes into the DAB tree which have at least one
incident edge whose weight is greater than or equal to the draining threshold. In the
balancing phase, it repeatedly merge pairs-of adjabént treesin 1 to form clusters’[1].

In [6], it takes a two stage approacl.l to construct a object tracking tree. The first stage
aims at reducing the update cost while tﬁe"si;__gond étage aims| at further reducing the query

=
cost. For the first stage, two_solutions are prdjf:)f)sed: Deviation-Avoidance Tree (DAT) and
Zone-based Deviation-Avoidance Tre:e (Z-DAT). Fr.om.:the calculation of update cost, it
makes three observations about the ilpdate cost to cievelop the DAT algorithm. It examine
all links whether fit the conditions or not for each link, add into the tree if the link fit all
conditions, otherwise, deviation may occur.

Z-DAT is based on the DAT and the locality concept, entire sensing range partitioned
into a” square-like zone by adjusting two parameters « and & . Then, it runs DAT on
the sensors in each zone and merges subtrees in the above a’ zones recursively until one

single tree is obtained.

The above DAT and Z-DAT only consider the update cost. Query Cost Reduction
7



(QCR) is designed to reduce the update and query cost by adjusting the object tracking tree
constructed by DAT or Z-DAT. In QCR, it examines the tree in a bottom-up manner and
tries to adjust the structure by the following two operations.

“I. If a node v is not a leaf node, we can make it a leaf by cutting the links to its children

and connecting each of its children to p(v)”

“2. If a node v is a leaf node, we can make pevT closer to the sink by cutting v0s link to

its current parent p(v) and connect v to its grandparent p(p(v)). ’[6]

The approaches described above are assumé(i there is only one sink, [7]extend the
problem from single sink to multi sink. Two algorithms were preposed, MT-HW (Multi-tree
construction with the weight-first propei't}'i)_:{_!r:li. MT—EO (multi-tree construction with the
edge-overlap-first property). These al'gorith.r;'}%trike the tradeoff between the update and

query costs, and the experiments’ verifies the benefits of a multi-sink WSN from different

aspect.

1.3.2 Update Mechanism

The simply update approach is to sent the update message back to the sink when
objects moving between sensors. The update cost is considerable if objects move frequently.
Using appropriate update mechanism can successfully reduce the update cost. Figure 1-3 is
an example of generating the update messages and sending it to the sink node when object

moving.



Many research put the detected list into the nodes in the WSN try to reduce the number

of update message transmitted. When an object 0 move from sensor u’s sensing range to

sensor node v’s sensing range, a departure message dep(o,u,v) will be reported by sensor u

and a arrival message arv(o,u,v) be reported by sensor v along the tree path to lca(u,v).

A is the sink.
DL, (NIL, NIL, NIL, {Car2})
DL, ({Car3}, NIL, B DL,({Car2))
e BV Oy

{Carl}, NIL, {Car2})
A -

DL (NIL)

i
of
=i DL (NIL, NIL)
— DL (NIL, NIL)
dep(Cart. K. 6 1 T DD
dep(Carl, K, G)
T :
Figure 1-3." The eveqtsl generated as object’s moving[6].
¥ L I | =

A
1

|
L

lca(u,v) means the lowest common ancestor of %-an v in the tree 7' and denotes the root

of the minimum subtree in 7 that contains both # an v. As shown in Figure 1-4 (a), when

Carl moves from g’s sensing range to 4’s sensing range, the departure message reported by
g and the arrival event reported from /4 update the relative information along the tree path to

node b (Ica(g,h)). The update message is not always sent to the sink, since the update cost

can be reduced successfully.
In [2], it proposes a new data aggregation structure, a message-pruning tree with

shortcuts, the edge (d—+#) in Figure 1-4 (b). When Carl move from g to 4, the update event
9



sent to node d from node g and the arrival event is transmitted from d to 4. The addition of
shortcuts should be observed the following two conditions:
1. dist, (sink,u)+w,(u—>v) < dist,(sink,u)

2.(u,v)eE.-E,

c.DL{{Car2},
o.DL(NIL, {Carl}, {Car2}) ML), S
a (.s‘in ) o |> (Rimmin] a.DL(NIL, {Carl}, [Car2}) - NIL)
— a (sink) =2 ¢ T
.__h‘:::_ b Cﬂ!r?. o —
—= 9 7 bDLNIL, — b b.DLNIL, Car2
\u {Carl}-) i {Carl}, NIL)
"\ . DL(NIL, p
o\ {Carl)) &f , N\ e
d SDL(NIL) I d LDL(NIL)
d.DL(NIL,

d.DL(NIL,

NIL) L% NIL, {Carl})

-
hDL{{ Carl}) DL Carl}. {Carl}) ; pronir,

g T i.DL(NIL, g
T {Carl}) 1 (m=]p NIL)
gDL(NIL) Carl r‘\‘. g.DL(NIL) ¢ —= Carl
5 I o | [
a 1 1 = b
Cf « K fr-t"r'—“*\u [ o)
» : departure event for Carl » + arrival event for Carl

~—-—» : forwarding path of a query for Carl — : reduced forwarding path of a query for Carl
-——-& : forwarding path of a query for Car?l —: reduced forwarding palh of a query for Car2 |

Fy o | Ly I i Y .\_l_

'..- - -

Figure 1-4. An exaﬂ-ﬁ)le of ij.'éct’s moving [2].

v | .
C
a
o 13 b T..-®
1 - .‘. l‘. 1
3v 11 6 17
l". . € 14 _7:’f
dg T
| (2 19
TERNERNYY
| - S
! 19 .
Lo 23
(a) (b)

Figure 1-5. An example of adding the shortcuts[2].
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As shown in Figure 1-5, (a) is the original graph G, (b) is a message-pruning tree with
shortcuts.

Our model is an extension of [4], the update mechanism we adopted is shown as Figure
1-6. When object moves from sensor nodes x to sensor node y, we only transmit the update
event from sensor y to the /ca(x,y). Although the detected list in communication node ¢ is
incorrect, it will not affect the correctness of the query result. Compare our method and the
method without shortcuts, our method can save at least half of the update cost. Although the

update cost in the structure with shortcuts is,less than our mechanism, but it doesn’t take the

=
o,

query cost into consider.

% if
sink
P p—
éﬁnsor}
8 \ -
q 100 e
communication
node
6
’/""‘\1 ______ T sl | — link transmission cost—
| ° (ECEEEF:CEEEEE | It traffic cost———-—- >
- b 4

Figure 1-6. Example of calculating update cost[4].
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1.3.3  Query Mechanism

We can find which sensor is the nearest to the target object by forwarding a query
event along the tree path of the object tracking tree. If there is no detected list in the entire
WSN, the query message should be sent from sink to the sensor node whose sensing range
covers the target object. As Figure 1-7 shown, if outside network send a requirement to
query the object’s location, sink will transmit a query message forwarding to the sensor
node x along the tree path after it receive the requirement. Some research join the

communication node and detected list,'into the*WSN' [2][4][6][7], using the reduced

=

forwarding path to transmit the quefy event to reduce, the query cost. Figure 1-7 as an
example, sink also sent the query event along _lhe_'.t_ree path. Due to the communication node
=
r store a detected list and it know the.descemiant x is a leaf node, node  can confirm the
| w -.\. i 'y
i

object absolutely is in sensor.node, X, therefore, the query fnessage have no need to be

forwarded to the sensor node x.

S
S
=
'™
s
Y

Figure 1-7. Example of querying an object.

12



Therefore, the cost of querying object is

seS

2 x Z q(v) xdist, (sink, parent(s))
where ¢(v) denotes the query rate of sensor v.

Since, the inadequate calculation of query rate may affect the total query cost, we use
an approximate approach to calculate the query rate by using the Markov chain[14]. Figure

1-8 shows a sensor field with each.edge connecting a pair of adjacent sensor nodes. The

weight of each link represents the .(")bj ectimoving fréquency-of each pair of sensors.

- 35 T
/// 65™. sensor
250 15 A field
L LU 4 y ! - 9 o .
, "\F 4 - b _d \
.}‘ \\.
PR TV BT 14 148 08 q10 Y
/ \
- e -y \ g \
Yy oA 15— A g APE
! ] y 1 4 | [ e 0
Jh2 A W08 Lk O
: g —— - S |
140 |
| ! e 46 65 108 6 "
\ - (
\ g
' A y -y |
\ |’\ 7 17] 3 8\1 II? ': 9 /
\ 3 el y y i
X — PR “ ff
/
\ 8 66 1 6 ’
. 11 5 Q 3 P
Vs
) y
o B : @ .-
100~ 60"~ 8

| ) ¥ —
_— - ~
100 ~

.
il ‘,/ sensor
~ - “ | y
y ~—e - e
artificia
node

«—traffic cost—

Figure 1-8. Example of 2D sensor sub-graph [4].

We model the object movements as a stochastic process, the following property will be

observed in the steady-state.

SOp=8" > s50p=5Op =§" 5 §Pp=85" 5> xP=1x
13



S denotes the network state at time i. For example, there are 5 sensors (sensor 1, 2,
3,4, 5), only sensor 1 covers the target object at time 1, hence, S'=[1, 0,0, 0, 0].

P is a 2 X 2 array, each elements P,, in the array denotes a probability of objects
moving from sensor m to sensor 7.

We use 7 to indicate the network state at steady-state as equation (1), and the
summation of every element in 7 should be equal to 1 as equation (2). Combine these two

conditions as following:

nP=r=nl = (D

T+, =1 A Y 2)
£ P o f .[7111"'._

>(r 7, ] % pfl | e, ] (3)

| |
Weuse mA=e to represent eque?,ti'on (3), then we try to.find the result of 7.

Step 1: mAA'=eA’

Step 2: wAA'(AA")" =ed'(AA4")

AA'(AA"N)" is a identity matrix, hence we get 7 =ed'(4A")", x, as the probability
of the object which is in the sensing range of sensor node x. We further let 7 multiplied
by T as the query rate of node x at a given period of time, 7 is the total number of queries in

a unit time.
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Chapter 2 Problem Formulation

2.1 Problem Description

Our approach focus on construct an object tracking tree which is used to record
object’s information and maintain this information up to date. The sensor field consists of
sensor nodes and communication nodes. Sensor nodes are appointed to sense and track the
mobile object and send the information back to the sink. Communication nodes are required
relay the update message, store and maintain a detected list. Figure 2-1 shows an example

of object tracking.

sink |’

Figure 2-1. Example of object tracking.

The object tracking problem is modeled as a directed graph, G (¥, L), as shown in

Figure 2-2, where V' is a set of communication nodes and sensor nodes random deployed in

a 2D sensor field and L is a set of links between adjacent sensor nodes or connected one

15



communication node and one sensor node. Each link weight represents the distance between
sensor nodes. Since, upward links and downward links may have different transmission cost.
Figure 2-3 shows an example of an update event and Figure 2-4 is a query event. This
approach can keep a certain ratio between upward link cost and downward link cost.
Therefore, we define the transmission cost as the power consumption of transmitting data
which is measured as »“ + ¢, where « is a signal attenuation constant( usually between 2
to 4) and c is a positive constant that represent signal processing and  is Euclidean distance

between any nodes. _ 543 S

L8y i 2
i 4 3 . 4 “4 7 »
10
; 13 9 14 14
: 4
.12. : IS
8 6.3 8 3 {Iﬁ 3
_,/’ﬁ" 1 5 ; i % B \15 P N
3 | KB SE B
g r g 4 :‘\‘_, & \u‘__?': 8 ;\._
[ 11 B 6 i | =
16 18 1 4
! 20 1 o)
12 % 4 ‘_PQHG”
A | ; P} -
4 ° 9 )y WE
[ b ] ]
- 6. e -, communication
0= | 10 Tl
: 6 21
| 3 "'-1 ,-'/ N commumnication link cost-
10 [ 1 o
- - __sensor-communication
link cost

Figure 2-2. Example of 2D tracking sub-graph [4]
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Tx

(Object 1) Rx

4

A

» , (Object 1, Sensor 1)

Rx & read
2 Rx & write 2

. (Object 1, Sensor 1)
\

\

Figure 2-3. Example of an update event Figure 2-4. Example of a query event

In this study, we consider a.given arbitrary sensor-network topology as a directed
graph, two-way object moving frequency.of in-sensor ficld and.incoming-outgoing sensor

filed, two-way link transSmission cost,| and'nodal processing icost. We deploy a tree-based

P

|

architecture, sensor nodes as leaf nodejs and- sénd data to its‘ancestor which is adjacent
communication node.

A good tracking method is characterized b.y a low total communication cost [9]. Given
an arbitrary graph, we can compute the total communication cost. We define the total
communication cost for graph G as following:

Total communication cost (G)= total update cost + total query cost.

We try to construct an object tracking tree with minimum total cost to achieve efficient

object tracking in WSNs.
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Table 1-1 Problem Description

Problem Assumption

-Fixed sensing range and fixed transmission range.

-All objects are identified.

-Two-way transmission cost.

-Two-way moving frequency.

-Object may exit and enter the sensing field.

-Transmission cost of each link with respect to energy consumption.
Given

-The network topology including node set.and link.set.

-The set of communication nodes,includingSink node, aqd sensor. nodes.
-Communication cost for each:link:

e

-The event rate between each sensor nodesS™ e '/
s

. 5 _F_|-l|p -|_-\-
-The event rate of object enters Orexits the se'h_Eing field.
A

-The set of all candidate pathé from the s_lbnsor'ﬁ'ode to %he sink node.

Obijective T

-To minimize the total cost of constructing the ebjecttracking tree.

Subject to

-Routing constraint — each source node should only choose one routing path to

send data back to the sink node.

-Tree constraint — the union of routing paths of each sensor nodes shall be a tree,
namely, a object tracking tree.

-Variable-transformation constraint — the calculation of update cost and query cost
must obey the mechanism describe above.

To determine

-Whether or not a link should be on the object tracking tree

18




2.2 Problem Notation

The notations used to model the problem are listed as follows.

Table 1-2 Notation descriptions for given parameters (IP)

S The set of all sensor nodes.

C The set of all communication nodes, including sink node.

R The set of the frequency (7,,) of object movement from x to y,

L

A

P

0,

T

0

u

v The coefficient of downward links.

d” Nodal processing cost of a writing operation of the communication
node c.

d’ Nodal processing cost of a reading operation of the communication
node c.

19



Table 1-3 Notation descriptions for indicate parameters (IP)

Sp(i, ) The indicator function which is 1 if link (7, /) is on path p and 0
otherwise.
Wi 1if i, jeC 0 otherwise.
l’]

Table 1-4 Notation descriptions for decision variables (IP)

20



2.3 Problem Formulation

Objective Function

Zp=Min 33 > 60, ag , +d))+ Y Dz, (v, uag ) +d))

xeS yeS (i,j)elL seS (i,j)el
+2 2 W20 ) QT v +d)) + w2, 0T (uay, )]
seS (i,j)eL

Subject to:

D> ox, =1 VseS (IP 1)
Pek;
>z <1 VseS,ieSuUC (IP2)
jeC ‘

D> x,8,00 <20 VseS,G,j)el (IP 3)
PEP, =
27 <20~ 25+ 1 Vx,y eiSs(i;y)e L (IP 4)
z = Ze, F1SEY +1 T W€ SN ) eliss o (IPS)
2l = X € § (IP 6)
jeC

. 11/ . :

2 2y =1 | Y¥es || : (IP 7)
e o\ -
x, =0orl : VseS,peP (IP 8)

(”) =0orl VseS,(i,j)el (IP9)
(”)—Oorl vx,yeS,(i,j)elL (IP10)

The objective function is to minimize the total cost of constructing an object tracking

tree. The total cost is defined as the combination of update and query costs.

Constraint (IP 1): Routing constraint: For each sensor nose s, it exactly exist one path

only between the s and the sink.

Constraint (IP 2): To avoid cycle, we enforce that any nodes’ outgoing link to

21



communication node should be equal to 1 on the object tracking tree, except the sink

node.

Constraint (IP 3): If the path x, has been chosen, and the link (7, /) is on the path, the
link (7, j) should be chosen, i.e. decision variable Z(Si’j) should be enforced to equal 1
Constraints (IP 4) and (IP 5): These two constraints are variable-transformation

constraints. When object moves from sensor node x to sensor node y using the link (i, /)

to report object’s location to the sink, i.e. z;; ) =0nz] =1, £/, must be enforced

to equal 1 and 0 otherwise.

=

Constraint (IP 6): It/is a.redundant constraint. We use this-constraint to guarantee that

Py

when an object moving within the’ W'S___'Iﬂ, ‘at ledst one sensor node s can detect the

R
e =
-

object and there exist one link for sensor node s to transmit message to sink.
Constraint (IP 7): It’s a redundant'constraint.

Constraints (IP 8) ~ (IP 10): The integer tonstraints! for decision variables X, Z(Si’j),

{; , mustbe equal 0 or 1.
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2.4 Varieties of the Model
We can extend the model to several different scenarios to fulfill more application.
Scenariol:

We assume the mobile agent will move into any sensor nodes to get information, if we
apply the original update mechanism described in 1.3.2, the mobile agent will get incorrect
information. Since, we further update the detected list in all communication nodes. Figure
2-5 as an example when the object moves from sensor node x to sensor node w. We not only
send a arrival message from sensor node-.w aloﬂg the tree path to the lowest common
ancestor, but also send a leaving messag.e from sensornode x. Therefore, the detected list of
communication node ¢ ean be [corrected. 'Iri;p_rde'r .to correctlall communication node, we

-
.

tx}’

need to modify our model.that replacing thé:%f_lecision variable -7 5 by g("ly ;- Table 1-5

shows the description of g b T

sink

Figure 2-5. An illustrated example of update
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Table 1-5 Notation descriptions for decision variable g )

gis Lif z; , =1Nz} =1 (reporting object’s location uses the link (i ,/)

when object moves from sensor x to sensor y) and 0 otherwise, x#y

Update cost should be reformulated as following:

x y Xy w
ZZ Z (Z6.)) + 2. = 280y (ua, ;) +d)

xeS yeS (i,j)eS

Furthermore, it replace (IP 4) and (IP 5) by (IP 4.1) and (IP 5.1):

(IP4.1)

Zi.p T 200 2 280 (IP5.1)
Scenario 2:

If there is no de sequently, the query
message should be sent to - he _ rs the target object or
the leaf node. Similarly, th u sink node. Figure 2-6 as
an example
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sink

con.co’ . Update eVent
— - = ! Query event

Figure 2-6. An illustrated examp late and query event
e ;
i

i

dified

The update cost r
s ) 147+ 2K B (P K, + )

L

6

xeS yeS (i,j)eLl +
]

Scenario 3:

add a given parameter m,.

Table 1-6 Notation descriptions for new given parameter m,

m the cost of the sensor node s send message to object

The query cost must be reformulated as following:

Z Z [Wa 2@ (Vag o +d7) + w2, O T (uay; ;)] +m,

seS (i,j)el
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sink

— . : Queryevent
= = => ! Send message

1h|r 3118 f-'.fnw_ﬂr - ;

Figure 2-7. An'lnihllstral‘ed.!'[examgfl)f uqu%& and query

j ==

i ﬁ’ i
- .th:q::_
Scenario 4: ::5;—_: ;{,;f,-; =
In order to enhance the i our modelys some constraints can be
= =
= :
added to our mathematical mode y
1. hop constraint: " & I, ;
s e o%i&__ =
Z Z 5 :Hnl' -':" - v'?e.f:-i:_:-""ll-
X < i ~
(i) iy VR
per e L '{l'-'*"fﬁ'-i"?.i;-' f:“' ;

H_ means the restriction of the tree path of sensor node s.

2. Throughput constraint:

SN > Dz, 2T, <G, VeeC

xe§ yeSieS+C seS jeC

3. Battery capacity constraints:

Y8 B <E, VseS
xe§ jeC

txy Erecezve txy Esend + Erecezve + Esend E v C
22 2 @ ES ™+ B+ D (2 0B Zen BT S E, ce
xeS yeS ieS+C se§ ieS+C
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These scenarios described above are only different from the original model on simple

mathematical calculation. Hence, we only consider the original problem in experiments, and

the others can be easily inferred.
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Chapter 3 Solution Approach

3.1 Introduction to Lagrange Relaxation Method

Many approaches had been proposed in 1970s [1], most of them used the divide-and
conquer technique to decompose a complicated problem into several plain sub-problems
and solve them respectively. Lagrangean relaxation method is one of the popular
approaches used for solving some mathematical problems, like integer programming
problems [15] [16] Because it is flexible and provides excellent solutions for these problems,
it has become one of the best toels for Solving dptimization problems, such as integer
programming, linear programming combina:norial optimization, and non-linear programming

problems.

;E

First, we remove some complex coilstraigis' of the primal fiathematical solution to the
objective function with corres;)(;ndin.g multipliet;rand .then the original problem will be
transformed into a new Lagrangean relaxation ioroblem in many different ways. Second, by
relaxing the complicated constraints, we can divide the primal problem into several simple
and easily solvable sub-problems. For each sub-problem, we can optimally solve it by some
well-known algorithms.

By solving the Lagrangean relaxation problems, we can get a boundary value to the

objective function of the original primal problem. The solution of the Lagrangean relaxation

problem is always the lower bound of the original minimization problem. Then we use the
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decision variables and multipliers got from the Lagrangean relaxation problem to design a

heuristic approach to get a primal feasible solution. Furthermore, in order to improve the

solution quality by minimizing the gap between the primal problem and Lagrangean

relaxation problem, we use the subgradient method to adjust the multipliers per iteration.

The principle concept of the Lagrangean relaxation method has been shown in Figure

3-1, and a detailed flow chart of it in Figure 3-2.

III.- 4 I - _q; o -r
r . o L
Primal .:_ — Lagrangean G — Lagrangean
Problem A Relaxation B Dual
\ § \ Problem - = W
S| 1

Figure 3-1. The Major Concepts of Lagrangean Relaxation Method
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Initialization

«Z"  —Best known feasible solution value of (P) = Initial feasible solution
« 1’ —Initial multiplier value =0
*k — Iteration count =
°i — Improvement count =0
LB — Lower bound of (P) = -0
4,  —Initial step size coefficient =2
v

Solving Lagrangean Relaxation Problem
1. Solve each subproblem of (LRﬂk) optimally

2. Get decision variable x* and optimal value

Zy(1). Adjustment of Multipliers
v 1. If i reaches the Improvement
Getting Primal Feasible Solution | Counter Limit, A=1/2,i=0
« If x' is feasible in (P), the resulting value 9 4 = A2 ~Z,(1"))
is a UB of (P) y T H A+ bH2

« If x' isnot feasible in (P), tune it with
proposed heuristics.

v
Updating Bounds ‘
. Z" =min(Z",UB) 1
" | LB =max(LB, Z, ("))

2.i=i+1if LB does not change. j |

3. u" = max(0, 1" +¢,(Ax" +b))
4. k=k+1. '

Checking Termination
If (|Z* - LB|) / min (|LB|, |Z*) <€
or
k reaches Iteration Counter Limit

or
LB > Z*?

False

Figure 3-2. Lagrangean Relaxation Method Procedure
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3.2 Lagrangean Relaxation (LR)

By adopting Lagrangean relaxation method, we can transform the primal problem into
the following Lagrangean relaxation problem by relaxing the constraints (IP 3), (IP 4), (IP
5). For a vector of non-negative multipliers, we present the Lagrangean relaxation problem

as bellow:

Objective function:

1 2 3
Z g = U iy Uiy Ui y)

xy(i,))° " xy (i, j)

min Y > > 17y (uag py +d)) + D deed W, ua , +d))

xeS yeS (i,j)eL seS (i,7)el

+2 2 W ze QT (vag, +d )W) Zg, J)Q T(”ao Iyl
seS (i,j)eL

+2 20 Ui (2 X Bt~ 2l
seS (i,j)el peP,

+2.2 2 Uaun @, 2k (Lj)e“-.i:)._..

xe8 yeS§ (i,j)el

—
3 X i |
+2.2 2 @) 2l G i)
xeS yeS (i,j)eL \ | I..;\. |
(LR)
Subject to:
> x, =1  VselS (LR1)
peP
szl.,j)zl VseS,ieSuC (LR2)
jeC
Zt(y n = Vx,yeS (LR3)
jeC
ZZ(SS’].) =1 Vx,yeS (LR4)
jeC
x, =0orl VseS,peP (LRS)
(,j) =0orl VseS,(i,j)el (LR6)
ti,=0o0rl VseS,(i,j)el (LR7)
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We can further decompose this LR problem into following four independent

subproblems according to different decision variables.

ZLR = Zsubl + Zsub2 + Zsub3 + Zsub4
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3.2.1  Subproblem 1 (related to decision variable ¢

2 3
Zon U st ) = MDD > 17 (uay ) +d ) +2ul, )~y )]

xeS yeS (i,j)el

Subject to:

zt(y N Vx,yedS (subl 1)
jeC

t; =0 or1 Vx,yeS,(i,j)el (subl 2)

3 ___:_; -j'_-.r"-l.r .
| .-1'\- EE -rl:-.if__...::':._- i

O
) ,{HWHTI_(_:}} can further decomposed

This subproblem is relaté,d }lzxdemdlo £
Nl
t bprobl
into |S| |L| subpro err:‘s, “-1 ,_1 {\.

<R
"'.l_n:F'.-'r'I

\ =

The proposed algdlite foksolviskkouBBa L rived follows:

propose ago‘1:_1|j m sov1r1g s I_.'_wwesm e olo;

- ! ol

Stepl.  For each Iin,k,(f 1)s we comp weight of the a. p%ll‘ of sensor node x and

EXee )

""_'. *-\.g:.\ i el
y using the link (i, j), denotecF‘by %Wﬁ%&g ‘W(l'}) Xy(, N
__.- ...r T & 1\-':'3? |t
Step2. If ny(i,j) <0, thenwe as'mgn lagy t?_,]:’;lnﬁt}ferwise, we set téy , to 0.
Step3.  If the sum of each pair node 77, is 0, we enforce to select the minimum
positive objective value 6

.y andset 77 =1 to fulfill the constraint (subl 1).
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3.2.2  Subproblem 2 (related to decision variable )

1 . 1
Z () = mmZ Z (usa,ﬂzxsp%j))

seS (i,j)elL peP
Subject to:
> x, =1 VseS (sub2 1)
peP
x,=0orl VseS,peP (sub2 2)
Z,y, can be further de ¢ ‘ ' path problems with
nonnegative arc weigh __"-5'5' be solved by the

Dijkstra’s algorithm.
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3.2.3  Subproblem 3 (related to decision variable z, )

1 2 3 . r
Z 3 (s 1y Uiy > Uy jy) = M0IND Z Z [, + 1, ) ua j +d;)+w, ,OT(va, +d;)

Subject to:

Z 2y S1

jeC

Zz(ss,j) =1

jeC

z,,=0or1

Stepl.  For each link (i, ])-I'xve cqﬁapu

seS (i,j)eL

+w QT (ua ) — “s(z ) +Z(“xs<z ) _“xs(z »)

- Z (”sy(i,j) - “sy(i,n )z,

yes

VseS,ie SUC-{sink}  (sub3 1)

:"-,.": (sub 3 2)
Fo
A
Y e,
G
(sub3 3)
L

%ﬁensohnode s using the link (7, /),

_. e |

denoted by 7, ., =[(r, +r, )("a(,,.;f) +J,DJ}J; Iﬁt inT(d(l Htags)

Step2. If n

Step3.  For each link (s, j), we enforce to select minimum 7

1 3 2 3 2
=ty D W~k ) = 2 Wy~ )]

xeS yeS

<0, then we assign z, ; to 1; otherwise, we set z ; to 0.

s —
iy and set z; o =1 to

fulfill constraint (sub3 2).

3.2.4  Subproblem 4 (constant part)

Zsub4(“fy(i,j>) = _ZZ Z ”iy(i,j)

xeS yeS (i,j)el

35



3.3 The Dual Problem and the Subgradient Method (I1P)

By solving the subproblems using the algorithms proposed above, we could solve the
Lagrangean relaxation problem efficiently and optimally. According the weak Lagrangean
duality theorem, Z,(u,,u,,u,) generate a Lower Bound (LB) of the primal solutionZ,,.
We construct the following dual problem (D1) for tightening the lower bound and solve the

dual problem by using the subgradient method.

Dual Problem (D1)
Z, =max Z,(u,,u,,u,) = (D1)

Subject to: u,,u,,u; 0.

Let the vector s be subgadient of [ Z(y, u5us)| at (uyu,,us). In iteration k of the
—_—a
subgradient optimization procedure, the mult'iylier veetor, m" = ui,uf) is updated by
k

m* = m* +a*S*.

. . . Z4, -7, (m* . :
The step size a* is determined by. & ’P‘TL‘)‘Z(M), where Zj, is the best primal
A}

objective function value found by iteration £ (an upper bound on the optimal primal

objective function value), and J is a constant (0<0<2).
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Chapter 4 Getting Primal Feasible Solutions

4.1 Lagrangean Relaxation Results

After optimally solving our primal problem by applying Lagrangean Relaxation
method and subgradient method, we can obtain a set of decision variables and a theoretical
lower bound of the primal problem. Because some constraints are relaxed by using
Lagrangean Relaxation method, we cannot guarantee that the result of the Lagrangean
Relaxation problem is feasible to the primal®preblem. If the solution of Lagrangean
Relaxation problem is infeasible; we need.to make some: modifications to transform the

infeasible solution into a'feasible one.

4.2 Getting Primal Feasible Soluﬁons

i

The heuristic algorithm for ‘constructing-object tracking tfees based on the solution in

Subproblem 3. However, the union/of thesshortestipaths-for.cach sensor nodes may not be a

tree in Subproblem 3, since each sensor node may have a different arc weight, u, ; , which

may result in having a cycle for the union of the shortest paths. Therefore, we set the arc

weight of link (7, /) to be Zu;(i, j - This ensures that the union of the shortest paths shall be
seS

a tree. After constructing an shortest path tree by using Dijkstra’s algorithm with the

modified arc weight, we can obtain the shortest path for each sensor node. Once the x,, is

determined, we can also obtain the value of t(’jv ,and Zg, e
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A LR-based primal heuristic algorithm is listed in Table 3-1 and the complete object

tracking tree algorithm is listed in Table 3-2.

Table 3-1 The LR-based primal heuristic algorithm.

Algorithm Primal_Heuristic
Step 1 Using the shortest path tree algorithm (SPT) to find the initial primal value.

Step 2 We adjust arc weight ¢, ;, = ZM;U, ;) foreach(i,j) € L and then run the

seS

Dijkstra algorithm to get the solution set of { x,, }.

Step 3 Once { x,, } is determined, ) ansd ?(h i are also determined.

(t/

=
Step 4 We can have an object {ra?b‘kmg trpg:now a@ then 1té" atively execute the Step
2~3 with LR multlphers thq{'c {al mﬂtie problem.

update

A —
o

& ¢ Vet 8
bt | .—'
e -.--.
L
Pl ';-
- L B
v il
i} " *-..
Ta%i, "l
1_'.-__: l-.":- b1
: .-""'1'-'
e
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Table 3-2 The object tracking tree algorithm.

Algorithm Object_Tracking_Tree

begin

Initialize the Lagrangean multiplier vector (u,,u,,u,) to be zero vectors;

UB:=total communication cost of shortest path tree;

LB:=very small number;

improve_counter:=0; step_size_coefficient:=2;

for iteration:=1 to Max Iteration_ Number do

begin

end;
end;

run sub-problem(SUB1);
run sub-problem(SUB2);
run sub-problem(SUB3);
run sub-problem(SUB4);

calculate Z, ;

if Z,>LBthenLB:=" Z, _and improve_counter:=0;

else imprave counter:= impfr(')'r_fg:codn.terﬂ;

if improve_counter= improve_'"fih’%é.s}i.old

then improve-counter:=0; )\ := 7:&/ D ;

run Primal_Heuristie Algo‘rithm-; 2 _

if ub<UB then UB:=ub;/*ub is.the newly computed upper bound */
run update-step-size; - }

run update-Lagrangean-multiplier;
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4.3 Simple Algorithms

In order to evaluate our proposed heuristic algorithm, we compare this one with other
heuristic algorithm. We implement Dijkstra’s algorithm as Simple Algorithm 1 (SA1), and
spanning tree-like algorithm as Simple Algorithm 2(SA2). Since the regular spanning tree
algorithm, Kruskal, may incur the sensor node as a intermediate node. It violates our
assumption. Therefore, we span all communication node included sink node by using
Kruskal’s Algorithm, then find the shortest path to the spanning tree for each sensor node.

o il L ":r
4 -~
We will compare the sohitrén quahfy-af Laggingean K"'l.axatlon based algorithm (LR)
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Chapter 5 Computational Experiments

5.1 Experiments Environment

In this chapter, we conduct several experiments with different parameters to evaluate
the solution quality of our solution approach.

The proposed algorithm for constructing object tracking trees is coded in programming
language C and executed on Windows XP and Visual C++ 6.0. The program is run on a
notebook with Intel Core2 Duo 2.20G CPU and 2GB RAM.

The parameters listed in Table4-1 are used-for the all-cases of experiments.

Table 4-1 Parameter of Ldgrqﬁ_gean'k_eiaxation based algorithm

= 1)

Number of nodes 23~85 (depend on each case)
Number of iterations 10,000

Improvement counter 256

Initial upper bound 0

Initial scalar of step size 2

Initial Multiplier 0

According to different case, we randomly generate a number of communication nodes

and sensor nodes in a square area. The power aware transmission cost, a, , , is define as

the Euclidean distance.

We denote the dual solution as “Zdu”, and Lagrangean Relaxation based heuristic as

ZIP — Zdu

Zdu

“ZIP”. “GAP” is used to evaluate our solution quality. GAPZ‘ *100% .
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5.2 Solution Qualitiy

Table 4-2 shows the total transmission cost calculated by different algorithms under a

different number of nodes, respectively. We can see that the heuristic proposed in Chapter 5

outperforms the other two simple algorithms. Although improvement ratio compared with

simple algorithms 1 will reduce when the number of queries increase, the solution we found

is absolutely better or equal than SA1. This occurs because when the number of queries is

large, the total query cost will dominate the total update cos. Since the query mechanism is

similar to the SPT, the gap between the T.R=based" a-lgorithm and SA1 will reduce when the

total number of queries increases./The reason why the gap will reduce will be illustrated

later.

Table 4-2 Evaluation of gap ﬂ"/o) and improvements ratio

# _.; 2l

=

I 1 e ! 1
by given differentnumber of nodes and different query rate

Number of nodes Zdu J Gap-| +SAl Impr. SA2 Impr.

. (%) Ratio Ratio
to to

SA1 SA2

(%) (%)
=0 20255 23338 | 152| 25546| 946 25483 96
=100 23270 26425 | 13.5| 28294| 7.07| 29960| 12.4
=200 26284 20320 | 11.5| 31043 | 588 34438| 169
23 dees =450 33555 35802 | 67| 37915 590| 45632| 275
(U=960) =560 46481 48182 | 37| 51933| 7.78| 68468 | 42.1
T=1400 | 57039 58863 | 32| 64027| 877 92647| 512
T=1800 | 66631 68573 | 29| 75022| 940 106080| 547
=0 7180 9816 | 36.7| 12684 | 2922 | 12436| 267

36 nodes

g | 1710 9718 12067 | 33.4| 14936 | 15.19| 18014| 389
T=350 15399 18607 | 20.8 | 20330 | 9.26| 31959 718
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T=746 23487 27971 | 19.0 28873 | 3.23 54048 | 93.2
T=1100 30397 35819 | 17.8 36511 | 1.93 78561 | 119.3
T=1400 36058 42508 | 17.8 42983 | 1.12 90527 | 112.9
=0 51057 68619 | 34.4 75030 | 9.34 84463 | 23.1
T=700 79382 90725 | 14.2 97248 | 7.19| 182191 | 100.8
T=1400 | 106995 113410 | 6.0 | 119466 | 5.34| 279920 | 146.8
57 nodes | 7=2856 | 152937 158661 | 3.7| 165680 | 4.42| 483195 204.5
(U=2856) | 7=4000 | 186850 194327 | 33| 201990 | 3.94| 642911 | 230.8
T=6000 | 251235 257897 | 27| 265470 | 2.94| 922135| 2575
T=0 58387 89410 | 53.1 94855 6.1 | 106002 | 18.56
T=1000 96374 126349 | 31.1| 131435 4.1| 175987 | 39.29
87 nodes | T=2000 | 128995 165047 | 27.9 | 168015 1.8 | 245977 | 49.03
(U=3726) | T=3726 | 178029 228062 | 28.1| 231152 14| 366766 | 60.82
T=5000 | 209287 276362 277755 0.5| 455929 | 64.97

32.0

In Table 4-2, we can find the duality gap is also small, which means we obtain near

%

optimal solution in these cases./“T” mearis)total .query number and “U” means total update
| o 1

- 1
J b
. - - 1

traffic. Since the heuristic algotithm WG]‘ proﬁ]}§ed is base on the SPT algorithm. When T

becomes larger, the tree 1s mugh closlbrl to the SPT;'Itherefore, the duality gap will reduce

when the “7” increases. Furthermore, the-improve ratios.shows that our algorithm is better

than the other heuristics.

We summarize the above experiments results into diagrams and show them in Figure

5-1, Figure 5-2, Figure 5-3, and Figure 5-4.
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Figure 5-5. Computational time under different numbers of nodes

el TS gy,
Figure 5-5 shows the compqmﬁonalﬁnme 0 ELagﬁ%gean relaxation based algorithm

A | = =
- & F =N
per iteration. F. o
i e 3
Tl ;ﬁﬂ o f%
Figure 5-6 shows' :an example of t ﬁh_hn_@ pﬁ""lnal problem solution
=

values (UB) and dual mode pro

Q7
minimum feasible solutloﬂ,.ln\.%“é'ga

— I.h#
values (ﬁ The e‘s:_ tentl to decrease to get the

si e LB curves tdﬁg’l‘cygé:;s'e and converge rapidly
(r’ = .
ﬂ
to reach the optimal solutloﬁ = U he LR:’-_-',B'ase,;l nkj?hod en§ures the optimization results
-e:'u 53 o e o g
B oy e (o Lt

between UB and LB so that we can keep the duahty gaps as small as possible in order to

improve our solution quality and achieve near optimization.
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Figure 5-12 show the objég'.t.tr%élﬁ trees found by *n éfpi"opqsed LR-based algorithm
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Since most of the update usually happen on the link, which are farther from the sink; and

most of the query happen contrarily on the links, which are closer to the sink. Yet, the tree
structure formed by the latter links becomes much alike the tree structure formed by SPT,

when T becomes larger. Thus, the larger the T, the smaller the improvement ratio.
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Chapter 6 Conclusion and Future Work

6.1 Conclusion

Wireless sensor networks will become widespread due to the computation, sensing,
and wireless communications capabilities. However, the energy awareness is an essential
issue, since the battery level of the WSNs is fixed, limited and it is infeasible to recharge the
battery, at least for now. By adopting detected list on object tracking tree, we can decrease
the number of update messages and query messages and further reduce the total cost of the
communication. We address the \construction-of an object tracking tree to maintain the
detected list in order to track;the /objects et:ﬁcient.ly. Lo solyé this problem, we proposed a
LR based algorithm to construct an object t.r%rﬁn_g_-tree for update.and query with minimum
cost in order to decrease the cost of Icom;u'nicatidns and ‘further prolong the system
lifetime.

In this thesis, first, we propose a mathen;atical formulation to well model the object
tracking tree construction problem as a 0/1 integer programming problem and apply
Lagrangean Relaxation and subgradient method to solve it. Then, we design a heuristic
approach to get feasible solution. Finally, we conduct several experiments in different cases.
According to these experiments results, we can claim that our LR- based algorithm not only

outperforms the other heuristics, such as SPT, but the duality gap is also small. The results

shows that the proposed LR based algorithm can achieve energy-efficient object tracking.
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6.2 Future Work

For the object tracking tree problem in wireless sensor networks, there are still several
issues to be addressed.

In the thesis we consider the construction of an object tracking tree with several
constraints. However, the communication nodes near the sink have higher probability to be
used. As a result, these communication nodes may have less residual energy compared with
the farther nodes. Therefore, it would be beneficial to take into consideration the load
balancing to prevent the object tracking tree fail to work.

Another interesting research direc.tion is extending, this-thesis from single-sink to

multi-sink. Having multiple sinks is impbr'tah_';_'wh'er.l the network scale is large or when the
s e

query rate is high. Multi-sink WSNs may prox}zde load balancing and failure tolerance. Once
one of the sinks is broken, all we have-toido toKeep the system-Continue to work is to reroute

the sensor node, which destines for the very broken node, to other sink.
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