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Near Optimal Secret Sharing and Defense Resource Allocation Plans for

QoS Constrained Information Leakage Minimization

With the rapid prosperity of information systems and the Internet, most enterprises
obtain competitive advantage by means of these information technologies. Hence, each
enterprise uses the electronic equipment to store the sensitive information about core
competence of the business. However, if the business secrets are leaked by opponents, it
would lead to lose the competence and ruin their reputation for victims. For this reason,
individuals or enterprises must protect the secrets from information leakage and ensure
the availability for each legitimate user. As a result of the more criminal problems as
time goes by, it becomes one of the important issues to develop effective defense
strategies against information theft nowadays.

In this thesis, we consider the network planning in the realm of the information
security. The attack-defense scenario is formulated as the min-max mathematical model.
In the inner problem, the attacker must allocate his/her limited attack budget to steal the
sensitive information in order to cause maximal damage. In addition, the attacker could
not reveal the secret unless he/she collects the enough number of shares and the
corresponding decrypted key.

On the other hand, in the outer problem, the network operator must construct the
network topology and take account of the concept of defense-in-depth to design the

most robust network. Furthermore, the combination of the secret sharing scheme and

\Y



defense resource allocation strategy is applied for the sake of the confidentiality and
availability. However, the attacker’s behavior is different from traditional attacks that
he/she causes damage as soon as compromising nodes. Because of the consideration of
the link malfunction, the network operator should not only guarantee the reliability of
the network transmission but also satisfy the Quality-of-Service for legitimate users.

The Lagrangean Relaxation-based algorithm and the subgradient-based algorithm
are proposed to solve the two layer mathematical problem. Beside, we further formulate
the independent single layer model for the initial network deployment problem and
define the “Discrete Degree” metric to represent the impact of the attacker. The
Simulated Annealing-based algorithm is applied to handle this problem. Finally, we
evaluate the efficiency and effectiveness of the proposed algorithms by computational
experiments.

Key Words: Information Security, Network Planning, Secret Sharing, Quality of
Service, Optimization, Resource Allocation, Reliability, Survivability, Lagrangean

Relaxation Method
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Chapter 1 Introduction

1.1 Background

Computers of nowadays become vital roles for us to work, to shop, to recreate and
so on so forth. According to Moore’s Law, which is proposed by Intel co-founder
Gordon Moore [1] in 1965, describes that the number of transistors on a chip will
double about every eighteen months. The meaning of that is information technology has
been more capable of dealing with people’s daily lives, and the storage devices also
cost down every few months [1]. Moreover, the rapid growth of Internet makes many
individuals, schools and enterprises generate a great deal of demands. Therefore, most
enterprises transform their daily work into using IT to process, which the prospect not
only increases the efficiency of business practices many times than before but also

assist them deal with real time problems. For example, www.bandongo.com is the

famous sharing space for free or premium members through the Internet.

On the whole, the enterprises must provide information sharing mechanisms for
internal users to access securely. However, the upgrade of technology still brings the
bad side effect, which is computer crime events increasing rapidly [2]. It is as the
saying goes: “water can either float or turn over a boat.” Hackers apply a variety of
tools to steal information for fun or gaining benefits, called cyber-crime, whose range
are from injecting worms, Trojan horse, backdoor program to web phishing.
Consequently, the cyber-crime events have become urgent problems for network
security to solve during these years recently.

Information theft, Distributive Denial of Service (DDoS) and viruses are top

cyber-crime issues in the recent years, shown in Figure 1-1. What is more, we could



observe more types of criminal behaviors or incidents in 2008 than other years.
According to the CSI/FBI Computer Crime and Security Survey (2008) [3], the
information leakage already caused serious damage and loss for most enterprises. The
damage of information leakage is unlike others cyber-crime attacks that hackers intrude
our computers or networks to steal information quietly so as to avoiding being found by
the network operator. It seems not to happen to any unusual phenomenon until they
announce or publicize the stolen information. Consequently, we attach the great
importance to information security issues more than before in order to lower the effect
of criminal behaviors and incidents.

Typically, the information system should provide the continuous service for all
legitimate users to satisfy reasonable Quality of Service (QoS) requirements even
though it suffers from intentional attacks or natural accidents. Malicious attacks might
cause serious tangible and intangible damage for victims as financial loss, ruined
his/her reputation respectively [2]. There are a number of security tools against
intentional attacks and the several authentication and authorization mechanisms, shown
in Figure 1-2. It is easy to observe from Figure 1-2 that almost more than eighty
percentage the enterprises install anti-virus software, firewalls, and virtual private
network in addition to raise gradually the percentage from 2006 to 2008.

Although no one could protect systems from attacking perfectly, the network
operator could adopt some strategies to reduce the probability of cyber-crime events. In
other words, a so-called one hundred percent of the security system never exists in the
real world [2]. The author points out [3] few budgets applied on the IT department,
which 53 percent organizations allocated less 5 percent of over IT budget, shown in
Figure 1-3. Nevertheless, enterprises must invest more and more resources including

money, labor, power, time, and network deployment to strengthen the robustness of the



system if they anticipate reducing the risk of cyber-crime events effectively.

100
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\99% 10““ -1,0“\ -1901' 1@3 19““ 10“6 1_0“6 10‘31 rlp“%  2008: 433 Respondents |
e
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Laptop theft 49% 48% 47% 50% 42%
Telecom fraud 10% 10% 8% 5% 5%
Unauthorized access 37% 32% 32% 25% 29%
Virus 78% 74% 65% 52% 50%
Financial fraud 8% 7% 9% 12% 12%
Insider abuse 59% 48% 42% 59% 44%
System penetration 17% 14% 15% 13% 13%
Sabotage 5% 2% 3% 4% 2%
Theft/loss of proprietary info  10% 9% 9% 8% 9%
from mobile devices 4%
from all other sources 5%
Abuse of wireless network 15% 16% 14% 17% 14%
Web site defacement 7% 5% 6% 10% 6%
Misuse of Web application 10% 5% 6% 9% 11%
Bots 21% 20%
DNS attacks 6% 8%
Instant messaging abuse 25% 21%
Password sniffing 10% 9%
Theft/loss of customer data 17% 17%
from mobile devices 8%
from all other sources 8%

Figure 1-1 Key Types of Incidents



In recent years, people access necessary data and information electronically
through digital storage so frequent that the confidentiality, reliability, availability,
integrity of the data storage device becomes the importance of information security [4].
For instance, RAID and SAN are chosen for information sharing, if network operators
further consider privacy issues, they will encrypt data by private or public key to
transmit. However, there are some problems for the available considerations here. If
random accident failures occur on the critical nodes, the information on those nodes
will lose resulting in data inaccessible. Beside, in other cases, if intruders might get the
encrypted key, they could leakage confidential data which one they desire as well.

To minimize the damage of information leakage, we should apply many the
combinative methods of security strategies and defensive plans simultaneously to deal
with network security problems rather than single mechanism. For the former reason, it
is the better solution for the essence of the security issues to construct the robust
network topology. In our thesis, the character of our targeted system provides users can
securely store critical information to ensure the persistence, to be continuously
accessible, to not be destroyed, and to keep confidential [5]. It’s so called “Survivable
Storage Systems”, which must guarantee over time in spite of occurring malicious

attacks and random errors side by side.
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Anti-virus software 97 %
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Application-level firewalls 53%
Biometrics 23%
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Firewalls 94 %
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Intrusion prevention systems 54 %
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Virtual Private Network (VPN) 85 %
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Other 3%

Figure 1-2 Technologies for Information Security
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Figure 1-3 Percentage of IT Budget for Security

The combinative method of secret sharing and replication mechanisms achieves
our goals, which are the confidentiality and availability requirements. We consider both
the depth of deployment and the width of deployment to handle tradeoff, further
discussing in section 1.3. In addition, we adopt the concept of the network planning to
design the network topology and to satisfy Quality of Service (QoS) requirements for
users. To assume the attacker is extremely excellent, we consider the worst case in this
mathematical problem. That is the attacker always can find the most efficient ways to
maximize system damage, but the network operator also can apply the appropriate
strategies to reduce system damage and to maintain the specific level of system
performance. Both two parties would adjust their strategies dynamically to reach the
optimal strategy until the network operator obtains the strategy which achieves the

minimal network vulnerability.

1.2 Motivation

The ubiquitous Internet makes the growth of cyber-crimes, and one of the most
serious cyber-crimes is information theft, which the attack behavior is easily ignored
because it does not alert the victim but causes inestimable damage instead; moreover,
information leakage incidents have accumulated rapidly during these years recently.

Accordingly, it causes and brings the serious threat to individual privacy, property loss
6



or financial loss, even jeopardizing the security of our nation [6]. To take into account
that not only external attackers intend to exploit the vulnerabilities of the system and
steal its information, but also there are internal natural disasters and intentional
destructions to make its information unavailability leading to authenticated users not
accessing function normally. Typically, the enterprise with replication mechanism
could spend less time to recover business processing and restart to provide the service if
it encounters the critical catastrophe. Take the 911 terrorist attacks as example, some
suffered enterprises could minimize the impact of the system crashed and restructure
within the short period because they consider the opportunity cost to adopt replication
or backup mechanism.

According to above these issues, it is requisite for us to share information under
real distributed systems in fact. The network operator must consider both the system
confidentiality and availability aspects into system performance; otherwise it would be
attractive for intruders to attack. There are many cases about information leakage
events, which we name them “system damage” in our research. Many information
leakage events in [6], as American nation claims that Russian hackers intrude their
military network to steal the sensitive information of the national defense; the bank of
America-National Trust & Association lost its magnetic tapes, which store one hundred
twenty million records of governmental employees, resulting in extreme damage and
ruin inestimable reputation to the system administrator and the network operator.

Even though a lot of drawbacks and risks exist in the network, most enterprises
still store and share data and information through the network system. Some problems
are derived from information backups, recoveries, and sharing the information between
legitimate users, while we tackle these problems then try to keep the information more

secure. It is quite important to incorporate the optimal protection parameters into the



defense optimization problem [7]. To achieve the information security, we apply the
technology of secret sharing for confidentiality [5][8][9][10], then processing the
method of replication [11] for availability, which both of them are the tradeoff. Besides,
there is the failure probability of links occurring in our targeted system for the sake of
corresponding with the real environment. As a result, we must also consider reliability
requirements as an impact factor to construct the network topology. The same concept
is proposed by Levitin in 2007: “Optimization of system structure for systems
developed from scratch [7].” The network operator must guarantee the legitimate users
of the QoS routing mechanism [12][13][14] so that they could receive enough shares to
recover within the reasonable time.

The attacker allocates limited budget appropriately to construct the attack tree
which can maximize system damage. On the other hand, the network operator adopts
the efficient strategy and invests limited resource to enhance the robustness of the
whole network in order to minimize the damage of attackers. Our model combines the
optimization of system performance and defense measures to reduce the expected
system damage as well as being considered this concept in [7].

According to realm of attack-defense scenario, we implement to construct the
network topology because the topological structure is the important factor affecting
defense-in-depth of the network. We consider this state as the mathematical problem to
describe between network operators and attackers. Accordingly, we propose two-level

mathematical optimization problem and solve it with our proposed solution approaches.

1.3 Literature Survey
1.3.1 Secret Sharing Scheme

Secret sharing schemes are the cryptography techniques where the sensitive



information is encoded into several fragments by public or private key mechanisms,
called shares, such that certain combinations of shares can together recover the encoded
secret. This concept was firstly proposed by Adi Shamir and George Blakley in 1979
respectively [8]. This schemes are also called (7, n)-threshold schemes. It is meaning
that intruders get #-/ shares given no information on encoded secret until they receive

enough ¢ shares. If we divided the single secret into the more shares, it will need more

storage capacity. However, the constraint of (7, n)-threshold scheme is (% +1)<t<n.

The secret is more confidential if the threshold ¢ is set higher, but it would cause
insufficient to use. Besides, Martin Tompa and Heather Woll [9] further proposed the
verification mechanism so as to handle the existence of cheaters under traditional secret
sharing scheme. Dealers split the secret into N shadows and distribute them through the
secure channels to each participant.

The other famous information dispersal scheme is generalized secret sharing
scheme proposed by Ito, Saito, and Nishizeki that implemented any access structure
with the (g, ¢g) -threshold secret sharing scheme. In [11], the author shows the scheme
how to work below. Consider a set of r participants {P1, P2, ..., Pr} such that any m+1

participants can reveal the encoded secret. Denote the set B= {B1, B>,..., B4} consists of

possible combinations of m participants, and determine g= C, to set (g, g)-threshold.

Generate shares S= {S1, S2,..., S¢!, and they are assigned to participants Pi by the
function g(i)= {S), Pi¢ Bj, 1<j<q}. Each share is stored at most r-m participants, in the
meantime, each participant only receive no more than C/~' shares. For example,

assume a set of four participants needs at least three participants, and then r= 4, m=2
and B= {(Pi1, P2), (Pi1, P3), (Pi, P4), (P2, P3), (P2 P4), (P3 P4)}. Next, six shares are

produced {S1, Sz, S3, S4, S5, Ss/}, all of them needed to recover the secret. Assign six



shares by function:
Participant P: receive shares {S4, S5, Ss}, Participant P receive shares {S2, S3, Ss},
Participant Ps receive shares {57, S3, S5}, Participant P+ receive shares {S1, S2, S4}.

Compared to (¢, n)-threshold secret sharing mechanisms, the (g, g)-threshold one
can provide more confidential, but it needs a large number of storage space. Above two
secret sharing schemes are essential and chosen them according to the requirements of
the systems. In [8][9][10] implied some considerations to design secret sharing scheme
as following:

1.  How to solve the problem of fault dealers and exclude from legal groups.

2.  How to find fault shares during the reconstructive period.

3.  How to design fair mechanisms in order to avoid some participants taking

advantage to cheat others

4. How to distribute the reusable shares to recover multiple secrets.

5. How to solve dynamic secret sharing, that is the secret must not change and

redistribute when new participants attend.

There are types of the secret sharing application, verifiable secret sharing which
could detect dishonest dealers, proactive secret sharing which could periodically update
the share without changing the original secret, quantum secret sharing which could find
out the existence of eavesdroppers, and multi-secrets sharing scheme which could allow
parallel reconstruction. Nowadays, the popular usage of secret sharing application is to
design image protection and watermarking in order to achieve higher information
security.

The Figure 1-4 shows the secret sharing of some of the general threshold scheme
in the recent years [5]. We call Figure 1-4 (a) is “Replication (7, n)” mechanism, which

increases information availability but provides no information confidentiality because
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of entire copy of data. Figure 1-4 (b) is “Splitting (n, n)” which provides perfect
confidentiality but least availability because all shares needed to recover. In addition, if
one share is lost or destroyed, the data could not be recovered to become useless. Figure
1-4 (c) names “Decimation (7, n, n)”, which feature divided information into » shares,
if the intruders get one share, he would expose //n of the secret, so it offers no
information-theoretic confidentiality. Figure 1-4 (d) is “Rabin’s information dispersal
algorithm (7, m, n)” mechanism, which provides the tradeoff between availability and

confidentiality, but like Decimation it has no information-theoretic confidentiality too.

(c) (d)
Figure 1-4 General Threshold Scheme

In our research, we consider for fault tolerant and more secure data storage service.
Therefore, we use (k, n) threshold secret sharing for data confidentiality and availability,
and adopt the replication-based mechanism to avoid the data inaccessible for users.
Moreover, we combined threshold schemes and cryptographic techniques to encrypt the
original information with random keys, and store encrypted information with secret
sharing. This technique derived from the concept of “short secret sharing” further to
enhance the confidentiality of information. Finally, we must confirm that all
authenticated users can receive the sensitive information during the maximal tolerate
time, the same concept shown in [11].

11



1.3.2 QoS Routing

Today, we consider the most demanding application as an interactive or time limit
application from the service quality point of view. However, based on Internet, it only
supports the datagram service which is called “best effort.” That is to say, the routing
mechanism of the Internet tries to its best to forward traffic, and it can’t guarantee
regarding end to end delay, delay jitter, packet loss rate, bandwidth, etc [15]. For this
reason, QoS routing extends from current routing [12][13][14] that it transports data
using integrate-service class of service, calculating routing metrics such as delay and
residual bandwidth between node pairs of multiple paths. In addition, today’s optimal
path routing algorithm can’t change alternate paths that the new flow is not admitted
even if there is an adequate alternate path. In contrast, QoS routing can shift the traffic
to the better path as soon as such the path exists.

Multicast routing mechanism usually combines several QoS constraints to achieve
possibly requirements, such as end to end delay, minimum bandwidth, delay jitter, or a
combination thereof for groups. Multicast routing based on current network states and
topology to construct multicast tree in order to optimize the objective function [12].
The components consisted of the multicast routing showing Figure 1-5. The multicast
tree represents the reachable path from the source to the destination and on this route

satisfying specific QoS merits constraints.

12



h 4 Y / ™
. QoS constraints Objective function
Multicast group .
(e.g. delay, jitter) (e.g. cost)
) / \_ /"l l\ =

.Y ) /
( (Constraint-based) Multicast Routing }

A \

-

Topology Network state J
_/ 1 o= 1

™ B s
& local ) < g10b31> < local < (--;gkibz_i{l/v

T/T X

<e_xac:/ . a:gi‘egaa (; %Ba_bﬂiry 1;10_%151;\) ((emact ) (ggregate)
Figure 1-5 Multicast Routing Constraints

Chen and Nahrstrdt [14] express QoS requirements as a set of constrains such as
link constrains, path constrains, and tree constrains. They use the basic routing
functions to solve composite problems and to find feasible paths or trees, presented in
Table 1-2. Link constraints are the route selection under the restriction of the link
selection, such as buffer or bandwidth on the link; tree constraints are under the
multicast tree of the restrictions, such as providing different delays for each type of
users. These authors proved that any combination QoS routing of the tree optimization
or the multiple multiplicative constraints is the NP-complete problem. There are three
basic composition rules of tree constraints as following [13].

Denoted m (i, j) as metric for link (7, j), any pathp as (i, j, , ..., x, z).

» Additive tree constraints: The metric is cost, delay, and delay jitter following
this composition rule. Delay of all links sum up equal to end to end delay from
the source to the destination. The end to end delay from node i to node z could
be formulated the mathematical form as

d(p)=d(, j)+dG k)+..d (x z).

» Multiplicative tree constraints: The metric is the probability of successful
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transmission. The OD pair path can transmit data if the all nodes on the path
are not failure. The probability of successful transmission could be formulated
the mathematical form as

t(p)=1t( j)xt(G,k)x..t(x z).

» Concave tree constraints: The bandwidth of the metric follows this composition
rule. The bottleneck of the path is determined by the minimal channel. The
bandwidth of the path could be formulated the mathematical form as

bw(p)= min{bw(i, j),bw(,k),...bw(x, z)}.

We use these rules above to satisfy the specific QoS requirement in our research.
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1.3.3 Survivability

Due to the prosperity of Internet, computer network becomes unbounded which
characterized by managing with distributed administrative control without central
authority [5]. In unbounded networks, the network operator must realize that each node
in the network might be compromised that the system situates the unsafe environment.
If the system must still maintain the essential services no matter which particular nodes
involved, we will call such system being survivable requirements even communication
between nodes are not warranted.

Organizations are dependent on the Internet network causing that the business
risks are amplified because of the increment of the intrusive probability. Fortunately,
we can gain the appreciation for the importance of survivability as symbiotic partner to
security. It is a discipline that blends computer security with business risk management
for the purpose of protecting highly distributed information services and assets [16].
Many types of survivability has been defined, and in [2][16][17] we can know the
consistency that survivability is “the capability of a system to provide essential services
even after successful intrusion and compromise, and to recover full services in a timely
manner.”

Thus, a survivable system is derived from the concept of the survivability and it
must be capable to deliver essential services such as a storage data service in face of
attack, failure, or accident events [18]. There are many important definitions [17] for
the survivable system in terms of the tradeoff among multiple quality metrics such as
performance, confidentiality, reliability, availability, fault-tolerance, modifiability, and
affordability. For example, in context of survivable storage in PASIS [5], which is the

tradeoff space of confidentiality, availability and performance, however, it increase
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confidentiality requirements to lower availability and performance.

There are three key issues to design for survivability: 1) impacts of adjustments to
fault tolerate; 2) impact of security feature; 3) to determine feasible the infrastructure
for given security and availability requirements [18]. Therefore, the survivable system
requirements are various determined by system scope, criticality, failure, and denial of
service; likewise the category of definition of the survivable system is function, use,
development, and operation respectively. Table 1-3 shows the major properties of

survivable systems [17].

Key Property

Description

Example

Resistance to attacks

strategies for repelling attacks

user authentication

Recognition of attacks

strategies for detecting attacks,
understanding the current state,

evaluating the extent of damage

recognition of intrusion
usage patterns and

checking integrity

Recovery essential

services after attack

strategies for restoring, limiting,
and maintaining compromised
information within the time

constraints of the mission

replication and
redundancy of data or

service

Adaptation to reduce
effectiveness of future

attacks

strategies for improving system
survivability by acquiring

experience from intrusions

incorporation of new
patterns for intrusion

recognition

Table 1-3 The Key Properties of Survivable Systems

We figure out the common feature of the survivable system that no single point
failure within the whole network. Therefore, it is an important issue to apply the
methodology to achieve the network continuity and minimize the impact of node
malfunction or transmission failure. In [17], the author suggests some solutions for
above four aspects described as the following:

» Resistance: Using traditional security, including encryption and covert
17



channels, diversity and maximized differences in individual nodes.

» Recognition: Using intrusion monitoring, suspicious activities, system
behavior and integrity monitoring.

» Recovery: Using physical and information redundancy.

»  Adaptation and Evolution: Using general or specific changes to resist,
recognize, or recover from new vulnerabilities that are discovered, and
broadcast of adaptation and evolution strategies

We consider the damage of the revealed information as the performance metric to

measure the system vulnerability in our model. In other words, the less system damage

caused by attackers in the survivable system, the less the system vulnerability is.

1.4 Proposed Approach

In this research, we proposed a min-max mathematical model to formulate the
outer problem which is the network planning and defense strategy problem (NPDS) and
the inner problem which is attack target selecting strategy problem (ATSS). Of cause,
we can not only realize that the maximal damage occurred under certain pattern of
share distribution and network topology, but also find the best defense strategy for the
network operator. In order to solve this two level problem optimally, Lagrangean
Relaxation method and the subgradient method usually are applied to solve this highly
complex problem. First, we will solve the inner problem (ATSS), and then use the
result of the ATSS model as input into the outer problem. Next, we adjust the decision
variable of the outer problem, and the result becomes the feedback of the inner problem.
Finally, we process these above steps to find the solution iteratively. In addition, we
design optimization-based heuristic algorithms to make the gap of the bound tight in
order to find the fit solution. Here, we further propose the second solution approach for

18



the initial deployment problem, called the Discrete Degree of Secret model (DDS). The
constraints of the independent model are the same as the NPDS model, and the new
metric in objective function represent the impact of the attacker. Then we use the
Simulated Annealing method to enhance the discrete degree of secrets in order to
reduce the probability of recovered information. To evaluate the result of the strategy,
the vulnerability of the network is compared under the different attack-defense

scenarios.

1.5 Thesis Organization

The remainder of thesis is organized as the following. In chapter 2, we describe
the attack-defense scenario problem and formulate the model of the NPDS and the
ATSS. In chapter 3, solution approaches to the NPDS and the ATSS problems are
presented. We proposed the solution approaches based on Lagrangean Relaxation in
section 3.1, and adopted the solution approach to the NPDS problem based on several
mechanisms in section 3.2, including the secret adjustment, the topology adjustment
and the defense reallocation adjustment. In chapter 4, the computational outcomes of
the NPDS problem and the ATSS problem are presented and we further proposed the
independent DDS model and its solution approach to evaluate the efficiency of our
solution. Finally, in chapter 5, we presented our conclusions and in indicate possible

directions of the future research.
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Chapter 2 Problem Formulation

2.1 Problem Description

There are several business secrets, which enterprises make profits efficiently.
Therefore, they must store the sensitive information in order to be not revealed by
others, no matter various types of businesses. As a result, we both consider the risk of
the information leakage and ensure the information could be used within the maximal
tolerate time for legitimate users, meaning security and availability. Furthermore, we
adopt the replicate mechanism for authenticated access to maintain data integrity in
case of the certain file servers shut down. If the information leakage occurs, the core
competence of the business will be known by their opponents, who will take suppress
strategies against the victims further. The result of the victims loss their competitive
advantages and also cause negative effects on their reputation.

In order to improve the consequence radically, we advocate constructing the most
robust network topology, which combines the concept of defense-in-depth and satisfy
quality of service requirements of authenticated users with the viewpoint of network
planning. For instance, the attacker must overcome more obstacles if the network
operator could construct a linear region. Although the network is extremely robust, the
availability is limited. It is a tradeoff between security and availability for operators.

Since the network planning is proven NP-complete problem, it is difficult to get
the solution even if we formulate the network planning as an optimization problem. The
model developer should make a few significant decision variables by determining
which aspects to exist in the model and which aspects to omit. As a result, we consider

the some decision variables into our model, which are related information security
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aspects rather than aiming of all dimensions. What is more, we integrate the secret
sharing scheme into our model to achieve the trade-off between confidentiality and
availability [11]. The sensitive information should be encrypted before applying secret
sharing scheme so as to enhance the confidentiality further. This idea is similar to the
movie “National Treasure”, even evil men rob the treasure map, but they can’t find out
the location of the treasury because of misunderstanding ancient writing hints. They
have to inquire the expert of this domain; otherwise, it would be more difficult for them
to achieve the mission.

The budget of network operator divides into two sections: one is applied to the
network planning implementation; the other one is allocated defense resource on each
node. Unlike the traditional network crimes, the attackers cannot bring out damage as
soon as they compromised the current node while they must pay enough effort to
compromise other nodes to recover the one secret. If the attacker causes damage, he
should not only get enough shares, but also find the corresponding decrypted key.

To assume that one international enterprise must establish a great deal of the
information centers around the world to provide service for subsidiary companies. The
network operator can determine that what kind of material to be chosen for the network
reliability, furthermore, we denote that all nodes are able to transmit and store the share
and the decrypted key, and some legitimate users have requests in the network.

According to the distribution of all nodes that the distance and the cost of link
between an arbitrary pair of nodes are given, we would construct the network topology.
The network operator must take account of the existence of the link malfunction under
the realistic environment. Because of the random error of links considered, the network
operator could select different material types for the link to achieve specific reliability

requirements. Moreover, the cost is positively related with the reliability of the normal
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function. Finally, we should apply budget to allocate the defense resource on critical
nodes so that the risk of the leakage can descend maximal damage caused by attackers.
In addition, the targeted network we discussed is an Autonomous-system (AS) level
Internet. Topology is undirected graph, and each node represents domain and each link
represents the inter-domain connection.

The attacker outside the AS must enter into the AS through compromising the
entry node if he intends to reveal the sensitive information in the targeted network. If
the attacker allots more or equal budget than nodal capability, we say this node is
compromised [19]. Furthermore, the attacker constructs the attack tree or path from his
initial position to the target node where all intermediate nodes on the path or tree must
be compromised. Hence, the attacker uses his budget appropriately and does his best to
recover the sensitive information causing maximal damage. To evaluate the effect of
the attack strategy for the attacker, we define system vulnerability as the metric. Denote

that S, is the value of the sensitive information, calculating the vulnerability of the

network below respectively:

255
System _ Vulnerablllly(%) — ( veinformation that is revealed ) x ] 00%

2.5,

ve all information of the network

The less vulnerability of the network is obtained, the better strategy we proposed

for network operators.
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2.2 Problem Formulation of the NPDS Model

The objective of the attacker is characterized by trying his/her best to maximize
the damage; in the same fashion, the network operator should minimize the damage
caused by the attacker as possible. Due to such problem, we formulate it as a two layer
mathematical model. To evaluate the effectiveness of the model, we assume the worst
case in our scenario. It means that the attacker has perfect information about the
location of decrypted keys and shares, and how is defense resource distributed in the
network topology [20]. Because we consider the network at the AS level, the attacker
has to compromise all nodes to reach the target on the attack path rather than attacking
the arbitrary nodes.

In the NPDS model, both the attacker and the network operator has limited budget.
The network operator must construct the network topology and distribute the shares and
the decrypted key on nodes shown in Figure 2-1 to Figure 2-3. In Figure 2-4, the
network operator verifies that each legitimate user must receive shares within the
reasonable period by QoS routing.

Specifically, the artificial flows are used to ensure the connectivity between users
and secrets, and we determined the number of link disjoint paths hinging on the impact
of the legitimate user, shown in Figure 2-5. To ensure the legitimate user can access the
server successfully, which contains the share of the secret, we use the artificial capacity
and the artificial flows with the min cost flow or k-shortest path algorithms so that we
can guarantee the number of the link disjoint paths. Under such restriction, each link
could be used only once for each user that the reliability of the chosen path is promised
at the certain risk. That is to say, the network operator tries to construct the network

topology, which sustains the connectivity of the whole network system in the cause of
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achieving the availability and reliability.

Figure 2-6 allocates defense resource depending on the pattern of the shares and
keys. On the other hand, the attacker enters an initial node O, and he/she probes all
neighbors of O, allocating the more attack budget than node capability to compromise
the node. However, the attacker can’t cause the damage unless he gets the enough
shares and corresponding decrypted keys (Figure 2-7) to (Figure 2-8). The detail

procedure is presented below.
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Attack-Defense Scenario

O
®

=

Figure 2-1 Select the Position of Servers
The network operator sets the servers which
are able to store the sensitive information.

Figure 2-2 Construct Network Topology

The network operator depends on the distance
between nodes to determine which link to set
with different material types.

Figure 2-3 Shares and Decrypted Keys Distribution
Network operators must design different patterns to distribute the shares and corresponding

decrypted keys to the appropriate position.
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Threshold (2,3)
QoS: 5 unit

Figure 2-4 Quality of Service Routing for Each User
The user must get at least two piece to recover sensitive information during tolerate maximal

time. In addition, the users also must obtain the

corresponding key to decrypt. In this case, the

threshold of the secret sharing is (2, 3) and tolerate maximal time for each secret is five unit.

: Secret

Attacker

4‘— )

iﬁ.—j_.

Figure 2-5 The Reliability Verification

The network operator applies the artificial
flows to ensure that there are one or more link
disjoint paths from the dummy node i to the
user j. The dummy node i represents a logical
set of the certain secret.

Figure 2-6 Defense Resource Allocation
Depend on the pattern of the shares and keys,
network operators allocate defense resource
to strengthen the nodal defense capability
appropriately.
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Figure 2-7 Attacking Targets

The attacker probes the neighbors of the current node to know how much power can
compromise those nodes. They allocate their power to compromise nodes until all
sensitive information revealed or the attack budget exhausted. No damage is caused in
this case because all decrypt key is safe.

o Normal node
O Dummy node
Attacker :
i;] Server

Node defense capacity
L
- Compromised node

— Orriginal link L1
----- Artificial link Lz

Figure 2-8 Attack Tree Construction wemvnr Reachable link
The attacker gets enough shares and corresponding
keys to decrypt sensitive information causing leakage
damage. The attack tree is constructed to reveal all QoS routing path
sensitive information in this case. :> Artificial flows

= | ink on the attack tree
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In this thesis, we model this scenario as the mathematical problem, called
Network Planning Defense Strategy model (NPDS); and then arrange assumptions and

descriptions of the NPDS model in Table 2-1.

Table 2-1 Assumptions and Description of the NPDS Model

Problem Assumptions:

1. The target network is at AS-level.

2. The network operator must construct the network topology with the viewpoint of
network planning.

3. All nodes might be the candidate of the server and have transmission capability.

4. The artificial flows which are chosen from the artificial server to the legitimate
user are disjoint paths in the terms of link.

5. A node is compromised if the attack resources applied to the node are equal to or
more than the defense capability of the node.

6. Both the attacker and the network operator have complete information about the
target network.

7. The objective of the attacker is to maximize the damage of information leakage by
deciding which nodes to attack and allocating attack budget effectively.

8. The objective of the network operator is to minimize the damage and to satisfy
QoS requirements simultaneously by means of choosing that the most robust
network planning strategy and allocating defense budget appropriately.

9. Only node attacks are considered. (No link attacks are considered.)

10. Malicious attacks are considered.

11. The random errors of links are considered.

12. The sensitive information must be encrypted before processing the secret sharing.

13. The threshold number of secret sharing does not exceed the total pieces of the
secret.

14. A node is only subject to attack if a path exists from attacker’s position to that
node, and all the intermediate nodes on the path have been compromised.

15. An attacker cannot recover the sensitive information unless he/she obtains at least

the fixed number of shares and the corresponding decrypted key.
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16. The network operator should make legitimate users get enough shares and
decrypted key to recover the secret within the maximal tolerate time.

17. The attacker and the network operator have the budget limitation.

Given:

1. A set of feasible nodes and links in the AS

A set of dummy nodes

The distance between two nodes and the transmission latency of each link

The material type of the link

The implementation cost of each feasible link

The possibility of each link material occurs the random error

The set of all sensitive information

The damage incurred by information leakage

o ® N bk wDN

The maximal tolerate time of all the sensitive information

—_
=]

. The defense capability function of each node

—
—

. The total attack budget A

—_
N

. The total network operator budget B
13. Attacker’s position O, which is connected to target network
Objective:
1. To minimize the maximized the damage of information leakage
Subject to:
1. Secret sharing constraints
Decrypted key constraints
. Routing constraints

. Delay constraints

2
3
4
5. Reliability constraints
6. The attack tree constraints
7. Attack budget A constraints
8. Defense budget B constraints
To determine:
1. Network operator:
®  Which link to set
®  What kind of the material type to choose for the link

® Which nodes to put decrypted keys and shares
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® The secret sharing strategy
®  Which paths to transmit the shares and decrypted keys
®  Which disjoint paths to guarantee reliability requirements
® The defense budget allocation strategy
2. Attacker:
®  Which sensitive information to obtain
®  Which nodes and paths to attack can maximize leakage damage

In Table 2-2, we show the given parameters in the NPDS model. For the attacker

and the network operator, they know all given parameters, but there are few different

given parameters between the NPDS model and the ATSS model. Next, we will use

these parameters and variables to formulate the NPDS problem (IP 1).

Table 2-2 Given Parameters of the NPDS Model

N The index set of all nodes, N =N, UN,
N, The index set of all actual nodes
N The index set of all dummy nodes which represent the whole secret on the
’ node logically for the legitimate user
L The index set of all links, L=L, UL,
L The index set of all candidate links
L, The index set of all artificial links which connected to the dummy node
w The index set of all Origin-Destination (O-D) pairs for the attacker
P The index set of all candidate paths for O-D pair w, where we W
R The index set of all candidate paths that the server i sends shares to the
Y legitimate user j, where ie N,je N,
D, The latency of link 7, where /€L,
C, The capacity of the node i, where i€ N,
P The indicator function, which is 1 if the legitimate user j requests the
v secret v, and 0 otherwise (where je N,, vev)
s The indicator function, which is 1 if the link or the node / is on path p,
o and 0 otherwise (where /e(N, UL, ), pep,)
The indicator function, which is 1 if link / is on path 7, and 0 otherwise
T (where leL,reR;)
v The index set of all sensitive information
S, Damage incurred by leaking at least &, pieces of the secret v and getting
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the corresponding decrypted key, where v e v
m, The share index set of the secret v, where v ev
M, The size of the secret v, where v ev
T The maximal tolerable waiting time for legitimate users to use the secret
v v,where vev
The number of the artificial flows between the server i and the user j ,
?, where ieN,,jeN,
A The total attack budget of the attacker
B The network planning budget of the network operator
9 The index set of all material types of the links
B The reliability requirement of the random error for legitimate users

In this formulation, the sensitive information is given the certain positive value S,

which the attacker tries to maximize the damage as possible. Therefore, his/her goal is
collected the decrypted key and the shares of the same secret to reveal. The decision
variables of NPDS problem are listed in Table 2-3.

Table 2-3 Decision Variables of the NPDS Model

Q, 1 if link / is selected to implement, and 0 otherwise (where /€ L))

o, The material type of the link / is chosen, where /€L,

The probability function of the random error depends on its material, where
lel,

I;(6,) | The cost function depends on its material, where /€ L,

1 if the node i stored the decrypted key of the secret v, and 0 otherwise

i (where ieN,,vev)
k The threshold number of shares required to recover the secret v, where
v VEV
o 1 if the node i stores the secret v of the share of the index m, and 0

imo otherwise (where ie N,,mem, ,veVv)

1 if the path 7 is selected to transmit the artificial flow, and 0 otherwise
J (where reR;)

1 if the path 7 is selected to transmit shares from the sever i to the legitimate

Vi user j and 0 otherwise (where i, j e N,,r e Rl.j)
b The budget allocated to the node i to enhance the node’s defense capability,

! where ie N,
a,(b;) | The threshold of the attack cost leads to a successful attack, where i€ N,

The NPDS problem is then formulated as the following problem (IP 1).
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Objective function:
Min , Max ZS -Z (IP1)

ky Qb Qo iy Z,.3108:.X,

Subject to
VieN, mem,,

a, =0or 1 (IP1.1)
vev

n, =0 or 1 VieN,vev (IP1.2)

m,| > k, Vvev (IP1.3)

Q,=00r 1 viel, (IP1.4)

6,9 viel, (IP1.5)

ML)

Z(m—- D 2, )<C VieN, (IP1.6)

Db +>T(6)Q <B (IP1.7)

ieN,; leL,

v —0or ] VieN, jeN,

.. =yor

; reR, (IP1.8)

ZR:,(V”" ‘0,)<Q, Vi.jeN,leL, (IP1.9)

) ) VieN,vev,

Z Zaimu I/j/r 2ku /lju ! (IPIIO)

ieN;mem, }’ER!/.

aimu.Z(q)l.I/_ijr.Grl)./ljUSTu VZ’]GN”UEV’ (IPlll)

leL, mem,,reRr,
. Vjie N,,voev

20 Vi 2 : (IP1.12)

ieN, r e Rij

M 2 (©Vy-0,)- 25, <T, viseNyvey, (IP1.13)

leL, rERl.j

VreR;,ieN,,

Jf,=0o0r1 . (IP1.14)
JEN,

ZRf =9, VieN, jeN, (IP1.15)

. <0 .

ZNZRf 0, <Q, VieL,jeN,  (IPL.16)
i .

2. [0, B(6)<p Pe N g e Ny (IP1.17)

leL, rERl.j

ZN:"I' =4 (IP1.18)

0<a,<ab) Vie N, (IP1.19)

a,(b,)-y, <a, Vie N, (IP1.20)

>x, =y, VieN,w=(0.0) p oy

Pep,
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2%, <1 Ywe W (IP1.22)

Pep,

X, =0 or 1 VpEPw,WEW (IP123)
v =0 or 1 ViENI (IP124)
2 2%, 8, (N =1y, VieN, (IP1.25)
weW peP,,

ZP‘.xp O, =4 VieL,weW  (IP1.26)
PE W

k,-Z,< ), _ZN(a,«,,,U-y,-) Voev (IP1.27)
z, < ;nm Y, Yoev (IP1.28)
Z,=0or 1 Vv ev. (IP1.29)

Explanation of the mathematical formulation:

>

Objective function: The objective function is to minimize the maximized the

information leakage damage ZSU -Z, caused by the attacker. In the inner

problem, the attacker will adopt the effective strategy, which means the more
beneficial targets to compromise, so as to recover more sensitive information. In
addition, the attacker has to construct the attack path to get the decrypted key so
that he/she can cause such damage. In the outer problem, the network operator
constructs the most robust network topology with limited budget. It is essential

for the network operator to determine appropriate recovered threshold £k, ,

position to store shares ¢, , the distribution of the decrypted keys 7, , and

defense resource allocation b, on each node. By above strategies, the network
operator tries to minimize the information leakage damage caused by the
attacker.

Constraint (IP 1.1) represents the node i contains the share m of the secret v.
Constraint (IP 1.2) represents the decrypted key of the secret v on node i.

Constraint (IP 1.3) restricts the threshold of the secret sharing can’t exceed the
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total number of piece that the sensitive information divided into.
Constraint (IP 1.4) enforces that the network operator decide whether to

implement the link or not .The value of €, is limited to O or 1.

Constraint (IP 1.5) enforces the material of the link must be chosen from the
set 9.

Constraint (IP 1.6) represents the nodal capacity constraints. The total size of
shares must not exceed the capacity of the node i.

Constraint (IP 1.7) restricts the cost of network planning and defense resource
allocation can’t exceed the total budget B.

Constraint (IP 1.8) and Constraint (IP 1.9) describe that the routing path » must
route on the implemented link / from the source node i to the destination node ;.

The value of V), is limited to 1 or 0.

Constraint (IP 1.10) restricts that the legitimate user j must get the enough shares
to recover the secret v through all eligible paths of pair (i, j).

Constraint (IP 1.11) represents that if the legitimate user j requests for the shares
of the secret v, the end to end delay of the chosen routing path » must be smaller
than maximal tolerate time.

Constraint (IP 1.12) restricts that the legitimate user j must get one decrypted
key at least to recover the secret v through all eligible paths of pair (i, ;).
Constraint (IP 1.13) represents that if the legitimate user j has request for the
decrypted key of the secret v, the end to end delay of the chosen routing path r
must be smaller than maximal tolerate time.

Constraint (IP 1.10) to Constraint (IP 1.13) jointly enforce that QoS routing
requirements for all legitimate users in the network must be satisfied. The

authenticate user j must get the threshold k, of shares and the corresponding
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decrypted key through QoS routing to recover the secret within the maximal

tolerate time 7.

Constraint (IP 1.14) and Constraint (IP 1.15) enforce that the number of the end
to end disjoint paths must be equal to the number of the artificial flows in order

to satisfy the reliability of the network. The value of f, is limited to 1 or 0.

Constraint (IP 1.16) enforces that each link only is used by the artificial flow
once at most for each user in order to construct the end to end disjoint paths
from the dummy node to the legitimate user.

Constraint (IP 1.17) restricts that the random error of each the disjoint path must
be under the tolerable risk.

Constraint (IP 1.18) and Constraint (IP 1.19) represent attack cost a, applied to

each node i. The total attack cost Z a, must not exceed the attack budget 4. In
ieN,

addition, the attack cost a,cannot exceed the defense capability of the node

because of the waste of the attack cost.

Constraint (IP 1.20) shows that the node is compromised successfully only if the
attack cost applied to the node i being greater than its defense capability.
Constraint (IP 1.21) represents that a node i is chosen for attack if and only if the
attacker find a path between his initial position o and the targeted node i.
Constraint (IP 1.22) restricts if the target node i is chosen, at most one attack
path to reach the target node i.

Constraint (IP 1.23) and Constraint (IP 1.24) are integer constraints, the value of

x,and y, areQorl.

Constraint (IP 1.25) restricts that all actual nodes i on the attack path must

necessarily be compromised. The attack path is transmits by the same node at
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most |N ,| — 1 times in order to ensure no cycle on the attack tree.

Constraint (IP 1.26) restricts the attack path p must construct on the
implemented link.

Constraint (IP 1.27) enforces that if the attacker wants to cause damage, he/she
must get enough shares by means of compromising the nodes which contain the
share of the secret v.

Constraint (IP 1.28) enforces that if the attacker wants to cause damage, he/she
must get one decrypted key at least by means of compromising the nodes which
contain the decrypted key of the secret v.

Constraint (IP 1.27) to Constraint (IP 1.29) jointly enforce that the attacker

doesn’t cause the information damage S, unless he gets decrypted key and

reveals the threshold k&, of shares by compromising the nodes.
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2.3 Problem Formulation of the ATSS Model

To analyze the NPDS model, we should first solve the inner problem of the
NPDS model, which is the ATSS model. The ATSS model represents the action
attacker will adopt so as to cause the damage. Therefore, we must initiate some

decision variables to given parameters in the ATSS model, such as Q,, «,,,, 17,,, k

and a,(b, ), which are the original decision variables in the NPDS model, become

given parameters in the ATSS model.

Through solving this inner problem, the network operator can predict the behavior
of the attacker, and he/she can adjust the strategy to reduce the damage. That is, while
the ATSS problem is solved, the result is used as input into the NPDS model to find a
better defense strategy against the attacker. The assumption and description are the
same as the NPDS model. The given parameters and decision variables is shown in

Table 2-4 and Table 2-5 respectively.

Table 2-4 Given Parameters of the ATSS Model

N, The index set of all actual nodes
L, The index set of all candidate links
w The index set of all Origin-Destination (O-D) pairs for attack

P, The index set of all candidate paths for O-D pair w, where we W

The indicator function, which is 1 if the link or the node / is on path p,

O and 0 otherwise (where /e(N,UL,), pep,)
Q, 1 if link / is selected to implement, and 0 otherwise (where /€ L))
% The index set of all sensitive information
m, The share index of the secret v, where v ev
1 if the node i stores the share of the index m, and 0 otherwise (where
Fimo ieN,,mem,VeV)
1 if the node i stored the decrypted key of the secret v, and 0 otherwise
Tio (where ie N,,vev)
g Damage incurred by leaking at least &, pieces of the secret v and getting

the corresponding decrypted key, where v e v
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k The threshold number of shares required to recover the secret v, where
vevV

a,(b;) | The threshold of the attack cost leads to a successful attack, where ie N,
The total attack budget of attacker

Table 2-5 Decision Variables of the ATSS Model

a The attack budget allocated to compromise the node, where ie N,

Z, 1 if both &, shares and the key are stolen and 0 otherwise (where v ev)
X, 1 if path p is selected as the attack path; and 0 otherwise, where p e p,
V; 1 if node i is attacked, and 0 otherwise (where i€ N,)

We apply above given parameters and decision variables to formulate the ATSS
model (IP 2) as the inner problem of NPDS model.

Objective function:

Max ( ZS -Z,) (IP2)
Subject to:

szp:yi VieN,,w=(o0,i) (IP2.1)
peP,

Zl;xp <1 YweW (IP2.2)
peP,

x,=0or 1 VpeP, weW (IP2.3)
v, =0or I Vie N, (I1P2.4)
2 2%, 8, <(IN[= Dy, VieN, (IP2.5)
weW peP,

2% 0 <O, VieL,weW  (IP2.6)
PEL,

ZN: a,< A (IP2.7)
0<a,<ab,) Vie N, (IP2.8)
a,(b) -y <a Vie N, (IP2.9)
k, Z,< 2, ZN(%U ;) Voev (IP2.10)
z, S;mu% Yoev (IP2.11)
Z,=0or 1 Yvev (IP2.12)
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Explanation of the mathematical formulation:

>

Objective function: The objective function of ATSS model is to maximize the

damage, which causes by stealing enough shares and by getting corresponding
decrypted keys to recover the secret. This problem also is the inner problem in
the NPDS model. In addition, we transform (IP 2) from a maximization problem
into an equivalent minimization problem for convenience. The transformation
does not affect the substance of problem or finding optimal solution.

Constraint (IP 2.1) to Constraint (IP 2.5) are the same as Constraints (IP 1.21) to
Constraint (IP 1.25) in the NPDS model. The attacker chooses the attack path to
reach the target i, and the intermediate nodes are all compromised.

Constraint (IP 2.6) is the same as Constraint (IP 1.26), but the decision
variable QQ, in the NPDS model change into given parameters in the ATSS
model.

Constraint (IP 2.7) to Constraint (IP 2.9) are the same as Constraint (IP 1.18) to
Constraint (IP 1.20). The attacker allocates his budget to compromise the node.
Constraint (IP 2.10) is the same as Constraint (IP 1.27), but the decision
variable k, in the NPDS model change into given parameters in the ATSS
model.

Constraint (IP 2.11) is the same as Constraint (IP 1.28), but the decision
variable 7,, in the NPDS model change into given parameters in the ATSS
model.

Constraint (IP 2.12) is the same as Constraint (IP 1.29).
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Chapter 3 Solution Approach

3.1 Solution Approach for the ATSS Model

3.1.1 Lagrangean Relaxation Method

The optimization is one of the popular issues in the domain of science and plays an
important role in application fields. For instance, nowadays, we apply the integer
programming for some parameters to get the optimal solution in operation research. In
fact, optimization techniques could be widely used to solve the computer networks.
There are a lot of approaches to find optimal solutions of problems, and Lagrangean
relaxation method was one of excellent optimization techniques. Lagrangean relaxation
(LR), which is proposed in the 1973s, is general solution for large-scale mathematical
programming problems [21][22], and use the concept is decomposition to exploit their
special structure Its application contains linear programming, non-linear programming,
integrity programming problem, etc. We illustrate the abstract concept of in Figure 3-1.

LR provides many significant merits [23] including that (i) it permits several ways
to decompose the problem into the subproblems; (ii) in the subproblem, we can solve
stand-alone problems optimally; (iii) we can get hints to obtain the boundary of the
objective function value; (iv) we can design effective heuristic algorithms for solving

the complex combinatorial problems.
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LB = Optimal Objective Function Value <UB

Primal Problem (P)

Optimal Objective Upper Bound

r Adjustin
Function Value ] £

Lower Bound Largrangean
Multlplm s(g)

Lagrangean 4 Lagl angeall

Relaxation Problem (LR, ) @ \Dual Pr ohlem

Oooooo

Optimal Solution Optimal Solution
Figure 3-1 Concepts of the Lagrangean Relaxation Method

In this thesis, the attack-defense scenario is well-modeled as the mathematical
optimization problem, which is too complicated to tackle in polynomial time. For this
reason, we exploit the LR method to solve the mathematical problem. First, we must
relax some complicating constraints, and the relaxed constraints multiply by the

corresponding Lagrangean multipliers () [23], and then add them to the primal

objective function.

Second, we decompose Lagrangean relaxation problems into several subproblems
according to the decision variables. To aim at each independent subproblem, we can
propose the proper algorithm or adopt the well-known algorithm to solve it optimally
and easily. By solving LR problem, we can get the lower bound (LB) of the primal
objective function. If all decision variables are feasible and satisfy constraints from
subproblems to the primal problem, the primal feasible solution is found, and then the

outcome value is upper bound (UB). Otherwise, we must propose some heuristic
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algorithms to transform the infeasible decision variable into the feasible one. In order to
get better solution quality, we use Lagrangean multiplier to adjust the original
algorithm to a Lagrangean-based modified heuristic algorithm.

Third, we try to derive the tightest gap between the UB and LB, so we iteratively
adjust the multipliers as better as possible, which is the so-called dual problem. In
addition, to solve the Lagrangean dual problem, the subgradient optimization technique
is usually applied.

Finally, the optimal objective function value in the primal problem is guaranteed
within LB and UB. The detailed flow chart of Lagrangean relaxation method is shown
in Figure 3-2. In following sections, we solved the ATSS problem by the Lagrangean
relaxation method, and put the result of ATSS problem into the NPDS problem as the
initial state. Through the Lagrangean relaxation procedure, we could get hints to tune
decision variables in the NPDS model and executive it iteratively until the equilibrium

of all decision variables.
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Initialization
Z* - Best know feasible solution value of primal problem = Initial feasible solution

% - Initial multiplier value =0
k- Tteration count =0
i - Improvement count =0
LB - Lower bound of primal problem =-c0
Ao - Initial step size coefficient =2

l |

Solve Lagrangean Relaxation Problem

1. Solve each subproblem of

(LR *) optimally. Adjustment of Multiplier
2. Get decision variables x* _ ‘
and optimal value Z,, ( 12%). 1. Ifireaches Improved Counter

Limit. /= 1/2,i=0
CA(Z—Z ("))

hd

Gel Primal Feasible Solution

If x* is feasible in (P) . the resulting HA‘TK +b|

value is a UB of (P).

If x* is not feasible in (P) .

adjust it by heuristic. 4. k=k+I
'

Update Bounds

b2

2

)

pl=max (0, g*+t, (AxE+Db)

1. Z*=min (Z* UB)
LB=max (LB. Z,(u"))
2. i=i+ 11ifLB does not change.

Ye

Check Termination
If (|Z* - LB|) /min (LB|,| Z*¥)) < &

or
k reaches Iteration Counter Limit
or

No

Figure 3-2 Lagrangean Relaxation Method Procedure
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In order to solve the inner problem which is the ATSS model, we relax five

constraints of (IP 2), and form the Lagrangean relaxation problem (LR 1).

3.1.2 Lagrangean Relaxation

We transform the primal problem into the Lagrangean Relaxation problem (LR 1)
by means of the Lagrangean Relaxation method. The constraint (IP 2.1), (IP 2.5), (IP
2.9), (IP 2.10) and (IP 2.11) in the ATSS model are relaxed. Hence, we solve the

optimization problem for (LR 1).

Optimization problem (LR 1):
Zo( iy, s, s, fhy fs ) = , mian - ZSU -Z,

+Z/J;]{ pr _yi}

PP pey
ieN,; peP(oji)

LD D%, 0, —(IN |~ 1)y}

ieN; weW peP,

+ Z/uij{ai(bi)yi _ai}

ieN,;

DT VAL YIS,

vev mem,, ieN;

+ D UL, = Vi

vev ieN;

Subject to

LR 1

2%, <1 VweW LRI.1

PEP,
x,=0or I VpeP, LR1.2

y,=0or I VieN, LR1.3
> x,8,<Q, Viel,
pep, weW
2.4, <4 LR 1.5

ieN,

LR 1.4

0<a <a(b) VieN, LR1.6

Z,=0or 1 VYvev LR 1.7
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Among Lagrangean multipliers 1, 1,, 11, 11, and p;are the vectors of {2}, {1’}

Ay {3, {0y, which the multiplier 4, is unrestricted and g, u,, 4, pt; are

non-negative. Moreover, all multipliers are one-dimensional vectors. We decompose
the LR problem into the following four independence subproblems and propose

algorithms to solve them optimally.

Subproblem 1.1 (related to decision variable x )
Zsupr.a( MMy )= mm{z Z H X, Tt z z zlulz "X, 0, }
ieN, peP(a'U ieN, welW peP, Sub 11
Subject to
2%, <1 YweW Sub .11
peh,
VpelP,
x, =0 or I PESe Sub 112
weW
2%, O SQ el G113
peP, weW

In this subproblem, each OD pair only can permit one path to be chosen from the

constraint (Sub 1.1.1), and we can transform Z z u -x, into

ieN; peP(M-)

z z u X, + Z u +x, . Because no path has the same artificial link at the started
PEP,

welW peP,

node and the ended node, we can ignore Z wux , - Therefore, we further arrange the
Pelf,,)

problem (Sub 1.1) to Z Z[ny. 0, +u ] -x, , and decompose it into |W|

weW peP,, jeN,
independent subproblems. We proposed the algorithm to solve each O-D pair w= (o, i)

as following.

Step 1: We set u f as the cost of the link weight as so to apply the Dijkstra’s
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minimum cost shortest path algorithm. In addition, we must make sure that the link
between nodes is already implemented on the path. The minimum cost path is
calculated by the sum of the weight of the artificial links from the source to the
destination for each O-D pair.

Step 2: For each O-D pair, we assign the other paths p to zero only one path being
one, which is found by the shortest path algorithm in step 1. No more than one path can
exist in the same O-D pair.

Step 3: For each chosen path from different O-D pairs, we examine the sum of the

total cost on the path and the z' value of its destination artificial link. If the value of
the result is non-positive, we will set one to the corresponding x, since this problem is
the minimum problem. The value of the result is positive to assign x, to zero.

The time complexity of Dijkstra’s algorithm is O( |N 1|2 ). The source of the

attacker is the same, so we just execute Dijkstra’s algorithm one time. To sum up, the

total complexity of the problem (Sub 1.1) is O( |N ,|2 ).

Subproblem 1.2 (related to decision variable Z,)

Lo 1y 1s)

=min{—ZSU-ZU+Z,u;’.ku.ZU+Zﬂ5.ZU} Sub 1.2
Subject to
Z,=0or 1 Yvoev Subl12.1

In this problem (Sub 1.2), we arrange it to Z(—Su +ul k,+u)-Z,, and

vev

decompose into |V| independent subproblems, where we decide the value of Z  of

the secret v. If (=S, + u -k, + 4 ) is non-positive, the value of Z, must be set to

46



one for each sensitive information because of the minimum problem, and zero

otherwise. In short, the rule is shown as following.

I, =S +ul k,+u <0
0, =S, +u -k, +u >0

1%

The time complexity of subl.2 is O( |v| ).

Subproblem 1.3 (related to decision variable y,)

Ly s( My My My, Hy, s ) = min Z/ui](_yi)

ieN,

+ > = (IN)|-1y,)

ieN,

+Z/ui3(&\i(bi)'yi) Sub 1.3

ieN;

S ID I NETHE

vev memieN,

+22'ﬂ5'77iu'yi

vev ieN,

Subject to

v, =0or 1 VieN, Sub 1.3.1

The same concept is presented above, accordingly the (Sub 1.3) reformed as

Dt—u! = (N = 1)+ 1 - (ay(b,)+ D (D (=4 -y ) - 1) -1, )} v, - Then we

ieN; vev mem,

can further decompose into |N 1| independent subproblems. We must determine the
value of y, of the actual node i € N, . Since the minimum problem, we set one if the

sum of (~u1/ — g} (IN,|~ 1)+ 4] +(a,(b, )+ ¥( (] ) t,, - 13 -17,,) parameters are

vev  mem,

non-positive, zero otherwise. We apply the exhausting search algorithm to solve this

subproblem. In short, the criterion is shown as following.
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L=l = (N =D+ (@b, )+ D (D (~u) ) @y - 1ty 1, ) <0

vev  mem,

0, _/151 _/152(|N1|_1)+/u; .(ai(bi))—"_Z(Z(_/u:).aimu '/"5 '77iu)>0

vev  mem,

The time complexity of (Sub 1.3) is O(|N,|~|v| . |mu|) .

Subproblem 1.4 (related to decision variable a,)

Zsuial M) = min 3 =i -, Sub 1.4
Subject to

[EZNZI%SA Sub 1.4.1
0<a <a(b) VieN, Subl42

We can think of the problem (Sub 1.4) as a fractional knapsack problem, but

something different is to minimize negative loss rather than to maximize positive profit

traditionally. First we use the parameter — ' as the weight of the artificial link, and
then we sort each actual node i€ N, by weight in ascending order. In addition, the
value of the parameter 4 is non-negativity. Second, we allocate the value of a,
to a,(b, ) from the left until the sum of a;, exceeds 4, or the next a, is insufficient to
set a,(b, ) , which next a, is set to remain value. Furthermore, the remainders are set

to zero.

The time complexity of Sub (1.4) is O(|N,[*)
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3.1.3 The Dual Problem and the Subgradient Method

In regard to the optimization problem (LR 1), it can be solved optimally after
getting the optimal solutions of the four independence problems. According to the weak

duality theorem, the objective value of Z,(u) is a lower bound (LB) of the primal

problem provided for any multiplier #£>0 [21]. The dual problem (D 1) is used to

calculate the tightest LB by adjusting the multipliers subject to x>0

Dual Problem (D 1)

Zy=maxZy(f;, Hy, Hs, Hyo Hs )

Subject to

My, s, g, s 2 0

(D 1)

The subgradient method is usually used to solve the dual problem. Denote the

vector m be a subgradient of Z,(u,, i,, 15, 1,, 145 ). In iteration k of the subgradient

optimization procedure, the multiplier vector is updated by u#**' = 4" ++*m", in

which ¢* is the step size determined by ¢* = 1-

m gy ps s s )=( D x, =y, > x,8, —(IN,|- Dy,

peP(o,i) weW peP,,
a,(b)y,—a, k, - Z,— Z zaimu Vi L, = zniu Vi)
mem,, ieN,; ieN,

Z,,, is the upper bound (UB) of the primal objective function value (IP2) after

iteration k, and A is a scalar constant where 0 < A <2. We must develop the algorithm
to calculate the upper bound of the primal problem. In addition, the maximum number
of the iterations in our proposed Lagrangean algorithm is 1000, and the improvement

counter is 50. The constant A in subgradient method initialized to be 2, which will be

halved if the dual objective function value does not improve for 50 iterations.
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3.1.4 Getting Primal Feasible Solutions

In order to improve the quality of the solution of Lagrangean Relaxation (LR)
problem, we develop the Heuristic LR Algorithm to implement the procedure. In this
method, we will adjust the solution from infeasible solution to feasible solution, which
is getting from dual problem. The basic concept of the Heuristic LR Algorithm is that
the attacker would first determine the certain secret as the target which he/she wants to
recover while his/her budget is still sufficient. Furthermore, we would depend on the
condition of the attacker’s basket to set the damage value of each share or key.

If the node contains shares or keys of the secret v, the node damage which is

Secretdamage[v]- (1+ 2! - 1)

calculated by
threshold[v] - basket[v]

must be multiplied by different

coefficient value or make double secret damage in terms of the recovered condition of

the secret in order to differentiate the importance of nodes. For example, we would

Secretdamage[v]® - (1+ 4 - 12))
threshold[v] - basket[v]

if the secret is the

strengthen the damage value as

recover-to-be. It’s meaning that the closer to recover the secret is, the more damage we

a,(b,)’

strengthen. In addition, we set node weight as - -
Node[i].damage + (Node[i] .damage/a; )

because it could reflect the ratio of the attack cost to benefit gained.

Specially, we would recalculate the node weight continually when the attacker
compromises new nodes and adds them to the attack tree. Moreover, we would set the
weight of the compromised node to zero, so the attacker intends to choose compromised
nodes to be the attack path because of reducing attack cost. Since the attacker must
choose the secret as the target, we must calculate the sum of the path weight which
connects with the component of the target.

Next, we compare to the sum of the path weight among all unrecovered secret, and
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the smallest the sum of path weight of the secret is set to the target. It is meaning that
these paths to get the secret are the most profitable in the current attack scenario, and it
is the best ratio of the attack cost to the benefit gained for the attacker. The procedure
for choosing the to-be-recover target and constructing the attack path to unify the attack
tree is repeated until the attacker has no attack power to compromise any other path.
The detail procedure is shown as following in Table 3-2.

Table 3-2 Heuristic LR Algorithm

//Initialization
Initiate share_basket;
Initiate decrypted key basket;

For each attack-path p{
If (X, is assigned one in Sub_2.1){

Add each Node i on attack-path p to attack-tree;

}
}

For each secret v {

Set share threshold[v] = £, ;

Set decrypted key[v] = false;
b
//Calculate node damage
For each Node i on the attack-tree{

For each secret v {

If (Node i contains the share of the secret v){

Put this share into share basket of the attacker;
share threshold[v]- -;

}
If (Node i contains the decrypted key of the secret v){

Put this key into decrypted key basket of the attacker;
decrypted key [v] = true;

}
j
}

Calculate attack total cost of attack-tree;
//Check the condition of the secret and set the damage of the node dynamically
according to the attacker’s basket;
If (attack total cost <ATTACK BUDGET){
While(attack total cost<ATTACK BUDGET AND some secrets are unchecked){
//Calculate the weight of the node dynamically
For each Node i{
Node[i].damage = 0,
If(Node i is compromised){
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Node[i] weight = 0);
}

Else{ //Only set weight to uncompromised nodes
For each Secret v {
If(Secret v is not recovered){
//(share_threshold[v]<=0) AND (!decrypted key[v])
If(Node i contains the decrypted key that the attacker needs){
Node[i].damage + = Secretdamage[v]” - (1 + 1 - 11 )
}/( share _threshold[v]> 0 ) AND (decrypted key[v])
If(Node i contains the share that the attacker needs){
Node]i].damage + = Secretdamage[v ]’ - (1+ 1’ - 1 )
threshold[ v ] - basket[v]

j
//(share_threshold[v]> 0 ) AND (!decrypted key[v])

If(Node i contains the share that the attacker doesn’t need){
Secretdamage[v] - (1+ u - 1) )
2 - (threshold[v] - basket[v])

Nodeli].damage + =

}
//(share_threshold[v]> 0 ) AND (!decrypted key[v])

If(Node i contains the decrypted key that the attacker doesn’t need){
Secretdamage[v] - (1+ u - 1))

Node[i].damage + =
(threshold[v ] - basket[v])
H
b
H
If(a, >0)
h 2
Node[i] weight = 4,(b,) ;
Node[i].damage + (Node[i].damage/a; )
Else
A 2
Node[i] . weight = ai,(bi) ;
Node[i].damage

}

//Choose the secret that the attacker decides to recover it

Target Secret =Find Target Secret(); // shown as Table 3.5

For each first k,th Node i contains the component of Target Secret {

IF(attack total cost+ path cost of Node i <= ATTACK BUDGET){
Compromise Node i and all nodes on the chosen path;
Add these nodes to attack-tree;
Attack total cost += path_cost of Node i;

}

For each secret v {

If(Node i contains shares of secret v )
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share threshold[v]- -;
If(Node i contains key of secret v )
decrypted key [v] = true;
j
Update share_basket;
Update decrypted key basket;

b
}

else
\K;{hile(attack_total_cost > ATTACK BUDGET){
//Calculate the weight of the leaf Node dynamically
For each leaf Node i {
For each secret v {
If(Node i contains secret v){
If( share_threshold[v ] <= 0 AND decrypted key[v])
Node[i].damage += Secretdamage[v ]’ - (1+ 1 - 11 ) ;
If( (decrypted key[v] AND share threshold[v] > 0)
OR (!decrypted key[v] AND share threshold[v] <=0))
Node[i].damage += Secretdamage[v ] - (1+ u - 1) );
If(!decrypted key[v] AND share threshold[v] > 0)

) ] 4.,
Nodeli].damage += Secretdamage[v] - (1+ w, - 1t );

2
b
}
If (a; >0)
/‘ 2
Nodel[i] . weight = a(b;) ;
Nodel[i].damage + (Node[i].damage/a; )
Else
p 2
Nodel[i] weight = a(b;) ;
Node[i].damage

}

Sort nodes which are leaf node by weight in ascending order;
Choose Node i with the largest weight node among leaf-nodes;
Remove Node i from attack-tree;
Attack total cost -= attack cost of Node i;
For each secret v {
If(Node i contains shares of secret v)
share threshold[v]++;
If(Node i contains decrypted key of secret v)
decrypted key [v] = false;
Update share_basket;
Update decrypted key basket;

}
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Table 3-3 Find Target Secret Algorithm

//nitialization
Use Node weight as the cost to implement Prim s Alogrithm;
//Calculate how difficult to recover the each Secret
For each Secret v {
Find those nodes which contains the shares of the secret v and mark them;
Calculate the shortest paths to these marked nodes;
For each path which is first &, th weight paths {
Secret weight[v | += the path weight of Share_weight[ v ] [k]
}
Find the smallest path weight of the node which contains the decrypted key;
Secret weight[v ] += the path weight of key weight[v ]
}
Sort each Secret weight[v [,
Find the smallest Secret weight[v | and mark it as the target secret;
Mark this secret v as the checked secret;

3.1.5 Summary of the Solution Approach for the ATSS Model

We use Lagrangean Relaxation-based algorithm to solve ATSS problem model and
denote it as the LR. What’s more, the relaxed subproblems all are solved optimally, and

the result is denoted as Z, also LB, then we can obtain Z, also UB the from the

heuristic algorithm we proposed. In order to narrow the gap between LB and UB, the
LR procedure is repeated iteratively to adjust Lagrangean multipliers until the stop
condition is met. As shown in Table 3-4, it goes into a more detail about the complete
LR algorithm for solving ATSS Model.

Table 3-4 Lagrangean Relaxation Algorithm

//Objective: maximize the total reveal secret damage, min (-Z,,,)
//nitialization of multipliers

Initialize the Lagrangean multiplier vectors

(1, 1y, s, 1y, 45 ) and all to be zero vectors;

UB=0; LB=-TOTAL REVEAL OF SECRET;//LB = - ZSU -Z,
Improvement _counter = 0,

A=2;

ITERATION _COUNTER_LIMIT = 1000,

Init Defense Strategy(),
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FOR iteration = 1 TO ITERATION COUNTER LIMIT {
Solve (Sub 1.1);
Solve (Sub 1.2);
Solve (Sub 1.3);
Solve (Sub 1.4);
Calculate Zp;
Z+p2=—Heuristic_ LR();
//Update bounds
IF (Zp>LB) {
LB = Zp;
improvement counter = ();
}
ELSE {
improvement_counter ++;
J
IF (Zxp2< UB) {
UB=Z+p2;
}
//Update step size and Lagrangean multipliers
IF (improvement counter = IMPROVEMENT COUNTER _LIMIT) {
improvement counter = ();
A=1/2
J
Update _Step_Size();
Update Lagrangean Multiplier();
}
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3.2 Solution Approach for the NPDS Model

In the ATSS model, we first deploy the initial the network environment which is
satisfied the QoS constraints for legitimate users. The result of the ATSS model
indicates the best strategy the attacker adopts under the certain the network environment.
Next, the optimal outcome of the ATSS model is used as the input of the NPDS model,
whose objective function is not only to minimize the information damage revealed by
the attacker but also to achieve the QoS constraints. Therefore, we must determine the
best location the shares and decrypt keys stored and what kind of threshold being better,
and adjust the budget allocation strategy according to the LR-based algorithm in the
ATSS model. After the adjustment procedure, we put the outcome of the NPDS model
into the LR procedure again. Figure 3.3 illustrates the main concepts of the solution

approach for the NPDS model and the detailed flow chart is presented.

The inner Problem
ATSS Model Relaxation Getting Primal solution
Problem algorithm

Defense
Resource
Adjustment

QoS
Confirmation

Topology Secret
Adjustment Adjustment NPDS Model
Mechanism Mechanism

Share modification

No

Key modification

Threshold modification

f

The Outer Problem

Figure 3-3  Solution Approach for the NPDS Model

The adjustment procedure of the NPDS model will change continually until the
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condition between the attacker strategy and defense strategy balanced. The adjustment
procedure mainly divided into three sections: Secret Adjustment Mechanism, Topology
adjustment Mechanism and Defense Resource Adjustment Mechanism.

In the first mechanism, we calculate how many times the secret is recovered and
try to move the component (including shares or the decrypted key) of the most times
recovered secret from compromised nodes to uncompromised nodes for the sake of
finding the appropriate location to store the secret securely. Furthermore, we also can
enhance the threshold of the recovered secret to reduce the damage caused by attackers.

In the second mechanism, we depend on the new deployed pattern to reconstruct
the network topology, and we will first rebuild the links among the most times hop sites
by the attacker. The improvement ratioA4 determines how many nodes the network
operator tries to reconstruct links. If the damage is still not improved by iterations, it
means the variation is too significant so that we must adjust 4 to solve the problem
again. Before executing the third mechanism, the QoS constraints for legitimate users
must be satisfied. For the system reliability problem which is the random error of link
considered, we design the artificial capacity of the link as one and artificial flows for
OD pairs, and then we apply min cost flow algorithm to find the link disjoint paths. In
addition, we must make sure the reliability of each link disjoint path over the system
reliability requirement. If all QoS constraints for each user are guaranteed, the Defense
Resource Adjustment Mechanism will process; otherwise, we must redeploy the pattern
of the secret.

The concept of the third mechanism is the same as the proverb “Spend every worth
penny.” At first, we check the state of each node in the network. If the node is
uncompromised, it means that there is unnecessary defense budget allocated on this

node. Either way, the compromised nodes must be allocated more defense budget than
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the current state. For this reason, we define the extraction ratio € to extract the defense
budget of uncompromised nodes to compromised nodes. Besides, the extraction is equal
to the step size coefficient. This mechanism does not improve within a certain number
of iterations because it may extract too much budget from uncompromised nodes.
Consequently, we halve the step size coefficient and consider nodes whether they are
the hop sites for the attacker to determine how much ratio we can extract. The more
times the node is used as the attack tree, the more important the node represents.

The whole heuristic algorithm for the NPDS model is shown in Table 3-5, called
Heuristic NPDS, and then we presented the core algorithm of the Secret Adjustment,
Topology Adjustment, and Defense Resource Adjustment below.

Table 3-5 The Heuristic NPDS Algorithm

//Objective: minimize the maximized total damage. min (max Z,,)

//Initialization

Share _and_key deployment(),

Verify QoS constraints();

Init_Defense Strategy(),

UB= -LR(); //the return value of LR() is negative due to the objective function

transformation in the ATSS model

Improvement _counter=0;

Improvement topology counter=0;

0=0.5;

A=0.25;

//Main Heuristic NPDS procedure

For iteration=1 To ITERATION _COUNTER LIMIT{
If(iteration < ITERATION COUNTER LIMIT/2){

Secret_adjustment(); //as shown in Table 3.6
Topology adjustment (1); //as shown in Table 3.8
Improvement topology counter ++;

}

Else{

Defense_resource adjustment (0); //as shown in Table 3.9
Improvement _counter ++;

¥
Z;P] =-LR();
If( Z,,, <UB){

UB=Z 5
Improvement_topology counter=0;
Improvement counter =0;
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H
//Update step size

If(Improvement topology counter >= Improvement topology LIMIT){

A=4-08;
Improvement _topology counter=0;
i
If(Improvement counter >= Improvement counter LIMIT){
0=60/2,;
Improvement _counter =0;
b
}
Table 3-6 The Secret Adjustment Algorithm
//Initialization

//For each recovered secret, to move the key or share to more secure location,
otherwise enhance its threshold under the QoS constraint
For each recovered secret v by the attacker{
Find the node i which stores the decrypted key of the secret v ;
Find the node & which is the uncompromised node and its weight is
larger than node i;
If(node & could be found AND it doesn’t affect the QoS constraints for legitimate
users){
//Exchange the location of key and share
move the decrypted key of the secret v to node k;
move the share of the secret v to node i
Share Reallocation (v);  //as shown in Table 3-7
}
Else{
push the secret v into the collection_vector;

b
j

While(collection vector is not empty){
Enhance the threshold of the secret v in collection_vector;
//To avoid that the secret can’t be recovered by users in the tolerate time
If(the action affect the QoS constraints){
Execute replication mechanism for the unsatisfied users;

}

Remove the secret v from collection vector;

Table 3-7 The Share Reallocation Algorithm

//Initialization
For each compromised node i{
if(Node 7 contains shares of the secret v ){
Remove shares of the secret v from Node i then put them into Collection;

j
}
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Update each Node weight;
//Move shares to more the secure location
For each uncompromised Node i whose weight from the largest to the smallest{
If(Node i satisfied QoS constraints AND its capacity is available){
Allocate one share to Node i;
Collection--,

b
}

If(Collection is not empty){ //Reallocate remaining shares
For each compromised Node i whose weight from the largest to the smallest{
If(Node i satisfied QoS constraints AND its capacity is available){
Allocate one share to Node i;

Collection--;
}
If(Collection is not empty)
Break;
h
}
Table 3-8 Topology Adjustment
//Initialization

//try to change hop-site
Modify node number = A - Compromised nodes;
Find the first Modify node number- th times used nodes AND put them into
Candidate vector,
//try to enhance its depth defense capability
For each node i in Candidate vector{
For each link / of the node 7 {
If(the link / is used to construct the attack path){
If (min cost flow algorithm is still satisfied for all legitimate users without
the link /){
Remove the link /;
Basket += the cost of link [;
}
Else{
//the link / could not be remove directly then to find the alternative link /,

//node k is the other node which the link / connected
//try to find the new link connected with node k& and node 4
If(there is an uncompromised node /# which is the largest weight
AND the new link still satisfied min cost flow algorithm for all
legitimate users AND the cost of link [, < (the cost of link | + Basket){
Destroy the link / between node k& and node i;
Construct the new link /, between node & and node #;

60




Table 3-9 Defense Resource Adjustment

//nitialization

Defense_cost = 0;

For each uncompromised nodes i in the network {

//Take unnecessary budget to basket depending on its importance; w, is the number of

times used of the node 7 by the attacker; b, is the defense budget.

b, =b,(1-6(1-—1));

Defense _cost + = b,;
}
Basket += Total Defense_budget - Defense_cost;
//Reallocate more defense budget to compromised nodes
For each compromised nodes i in the network {

b.+= Basket * Budget Reallocation();

}

3.3 The Independent Model — the DDS Model

In this section, we further formulate the independent single layer model from the
NPDS problem, called Discrete Degree of Secret model (DDS) as our second solution
approach. In other words, we would obtain the better initial network deployment with
this model, and the constraints of DDS model are the same as the constraints of NPDS
model. However, there is no the existence of attacker in the DDS model, so we must
define the metric “Discrete Degree” as the objective function, denoted by (IP 3) in order
to represent the impact of the attacker under the initial network deployment. Here, we
first solve the DDS model and then put the result into the ATSS model. Hence, we

consider the model as the second solution approach in our research.

3.3.1 Independent Problem Description and Formulation

In the DDS model, we not only satisfy the QoS requirements but also try to
optimize the discrete degree of secrets. The attacker must make more effort to recover
the secret if the discrete degree of secrets is superior. Furthermore, we choose the best

10 solutions as the input of the ATSS model to evaluate the impact of the attacker. Most
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of the notations used in the formulation are the same as the NPDS model; only one
additional decision variable is induced to represent the discrete degree of secrets and
listed in Table 3-10.

Table 3-10 Additional Decision Variable in (IP 3)

1 if node 7 contains the shares or decrypted keys of the secret v, and 0
otherwise (where ie N,,vev)

Objective function:
| | IN,|-1 |N,] (Za’w'a’ju)2
Min {ZZ + Yy } (IP3)

ko Q4 iy i ieN,; i=0 j=i+l |V|
Subject to
o =0or I vieN,mem, - p3
VEV
n,=0or 1 VieN,vev (IP3.2)
w,, =0or 1 VieN,vev (IP3.3)
&, < 0, VieNpmem,, - 1p34
VeV
n., <@, VieN,vev (IP3.5)
Im,| > k, Vvev (IP3.6)
MU
Z(—|. > a,,)<C VieN, (IP3.7)
oo ] VieN, jeN,
=0or
i reR, (IP3.8)
<Q .
rEZR:( )<L, Vi,jeN,leL, (IP3.9)
VjeN,vev,
z zazmu ) ijr 2 '/’iju / ! (IP310)
ieN, mem, rERij
Wiy 2 (Q, V-0, ) A, <T, vhieN,vev, (IP3.11)
leL, mem,,reR,; ’
) Vie N,oev
20V 2 A, ! (IP3.12)
ieN, r e le
Moy 2D,V 0, ) A, <T, VEIENLLEY: b1y
leL, re Rij
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Explanation of the mathematical formulation:

» Objective function: The objective is to minimize the metric “Discrete Degree”

which is used to evaluate the efficiency of the attacker under the specific QoS

. . V]
constraints. The former equation Z—

iEN, Z a)ju

VEV

describes the separation of shares in

2
Wt (D@ @;,)
terms of the single secret, and the later equation Z Z “EVT is used
i=0  j=itl 14
to compare share patterns among all nodes; the numerator is squared to emphasis
the importance of different share patterns of each node. The smaller the value of

the objective function is, the less probability of secrets recovered by the attacker is.

»  Constraint (IP 3.3) to Constraint (IP 3.5) describe the decision variable ®,, is set

one if only if the node 1 contains the shares or decrypted keys of the secret v.

»  Other constraints are all the same as constraints of the NPDS model.
3.3.2 The Solution Approach for the DDS Model

The solution approach of the DDS model is proposed by Simulated Annealing
method [24]. The Simulated Annealing (SA) method is the iterative improvement
approach to solve the combinatorial optimization problem. The basic concept of SA is to
simulate the natural material cooling and crystallizing steady state. In the annealing
processing, the atoms of the material are unsteady and unstuck state under the high
temperature because of high energy; in the cooling processing, the atoms would be tight
and crystal with the drop of the temperature. In addition, this procedure must process
enough time in order to achieve the equilibrium state at each temperature.

For the minimization problem in the DDS model, the objective function is such as
internal energy state. First, we would find the initial feasible solution and set the internal

energy, and then randomly generate a new solution based on the current solution. If this
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new solution is satisfied all constraints and the objective function is better than the
current solution, the new solution will replace the current one. Although the new
solution is worse than the current one, there is still an acceptance probability, which
determines to accept the worse solution. The acceptance probability is defined as

exp(-AE/t, ), where AE is represented the difference between new solution and

now

old solution, and ¢, 1is the current temperature. We compare the acceptance

probability with the random number p, where it is randomly generated each iteration,
and its value is between 0 and 1. Therefore, the merit of the procedure can avoid the
local optimum because it accepts the worse new solution with the acceptance
probability.

Here, some parameters must be set to control the number of iterations at each

temperature, such as ¢ and £, where o</ and f>1. As a result, the cooling

t xa and

now+l — “now

procedure and the temperature decrement execute to set ¢

b =b,,, xp, where b is the number of iterations at the temperature ¢ . The

now+1 now *

parameter /, is the final temperature and usually set to zero, meaning at the frozen
temperature and under the steady state. If the temperature reaches ¢, the approximated

optimal solution will be obtained. We describe the detail procedure of Simulated
Annealing method in Figure 3-4.

Then we apply the SA-based heuristic algorithm to solve the DDS model, and the
core pseudo code is shown in Table 3-11. At this phase, we would generate a neighbor
solution by means of moving the shares and decrypted keys of secrets to other locations.
We develop our heuristic for finding new solutions due to the property of SA heuristics,
which the neighbor solution is generated based on the previous solution randomly. This

approach is the random-based algorithm to choose the secret first and then readjust the
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deployment of the shares and decrypted keys. Furthermore, we must ensure the QoS
constraints met or not for each legitimated user, ex: availability and reliability. To
compare each feasible solution we found, we would save the decision variables of the
best ten solutions as the input of the ATSS model to evaluate the impact of the attacker.
Finally, we use the SA procedure to obtain the better discrete degree of secrets solution,
and compare it with the solution of the two layer mathematical model. The experiment

results will be presented in chapter 4.

Figure 3-4 The Procedure of Simulated Annealing Method

Initialization
Z* - Best know feasible solution value of primal problem = Initial feasible solution
I, -TInitial temperature =1
;- Fmal temperature =1
a - Annealing ratio =0.8
£ - Annealing ratio =1 3
E - Energy function = Objective function
b, - Imtal iteration = 1000
I
Find a neighbor solution
1. Calculate new energy function, £+, ?
2. Generate random p between O and 1
Save the best solution No

E.,-E<0

or exp(-AE/t, )2 p

Yes Z”‘ 7 ;
E* :Exﬂ'

Cooling procediire
i, =txx
bi.,=bxp

Stop criterion
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Table 3-11 SA-based Heuristic Algorithm for the DDS model

//Set the initial configuration
Set the SA parameters, 1, i, g

//Generate the initial feasible solution

Construct the grid network topology; // depth-in-defense

According to the delay constraints and routing constraints, choose the candidate node
which shares and keys could placed;

Calculate initial energy function £,, which is calculated by Discrete Degree;

Eo = Emin ’
t = to’bnow = bo’

now

//save the initial configuration as the best solution;

//Cooling procedure
While (¢, > ,)1

While(iteration<b, ){

Generate the random probability p;
// Alter the solution configuration
E  =Find Neighborhood (); //Randomly choose Secret v, and redistribute

shares and decrypted keys under QoS constraints
AE=E  -E;
If(AE<0 OR exp(-AE/t, )= p)i
By =E,py3
If(E, <E,,){
E,.,=E,;
Record the best ten solutions;

}
j

iteration++;

}

o=t xXa;

now now

bnow = bnow X ﬁ’
}

Verify the reliability constraint();
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Chapter 4 Computational Experiments

4.1 Computational Experiments with the ATSS Model

To evaluate the performance of our proposed heuristic algorithm is effective we

implement two simple algorithms for comparisons.

4.1.1 Simple Algorithm 1

The concept of the simple algorithm 1 depends on the current condition of the
secret to determine that which node with the smallest weight has the highest priority to
be compromised. First, we calculate the damage of the node dynamically, as the
Heuristic LR_Algorithm, and we create the Next Attack candidate which is the set of
the neighborhood of the attack tree. The nodes in Next Attack candidate are the
candidate targets which the attacker could choose to compromise.

In addition, we add bonus damage to those candidate nodes which might be the
next target for the attacker. In such way, we consider two layer benefit rather than single
layer benefit in order to obtain the potential effect. After setting the weight of the node,
we apply the greedy algorithm to construct an attack tree from the attacker’s initial
position. If the attacker has enough budget or capability to compromise the certain node
in the Next Attack candidate, he/she will compromise this node and update the
Next Attack candidate then the weight is recalculated again.

The procedure would be repeated until the attack budget is exhausted. The total
computational complexity of the SA, is O(|Nl|3). To sum up, the main idea of the

simple algorithm 1 arises from the intention of the attacker to compromise nodes with
the smallest weight for the most beneficial effect. The core pseudo code of the simple
algorithm 1, denoted by SA, is shown in Table 4-1.
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Table 4-1 SA, Algorithm

While( Attack total cost < ATTACK BUDGET AND uncompromised nodes exist){
//Calculate the weight of the node dynamically
For each Node i which is the uncompromised node{
For each Secret v {
If(Secret v is not recovered) {
//(share threshold[v]<= 0 AND !decrypted key[v])
If(Node i contains the decrypted key that the attacker needs){
Node[i].damage+ = Secretdamage[v ]’
;/( share _threshold[v]> 0 AND decrypted key[v])
If(Node i contains the share that the attacker needs){
Secretdamage[v ]’

Node[i].damage+ =
threshold[ v ] - basket[v]

}
//(share_threshold[v]> 0 AND !decrypted key[v])

If(Node i contains the share that the attacker doesn’t need){
Secretdamage([v]

2 * (threshold[v] - basket[v])

Node[i].damage+ =

}
//(share_threshold[v]> 0 AND !decrypted key[v])

If(Node i contains the decrypted key that attacker doesn’t need){
Node[i].damage+ = Sepreifampgold]
(threshold[v] - basket[v])

}

b
b
)

//Calculate second layer’s damage feedback to first layer
For each node i in Next Attack candidate{
For each node 4 which is node i’s neighborhood AND still uncompromised {
Node[i].damage+ = Node[h].damage ;

}
Node[i] . weight =

}

Choose Node i with the smallest weight node in Next Attack candidate
AND the attack cost of Node i is no more than
(Attack budget - Attack total cost);
Compromise Node i and add to attack-tree;
For each secret v {
If(Node i contains shares of secret v )
share threshold[v] - -;

If(Node i contains decrypted key of secret v )
decrypted key[v] = true,

dl' (bl )2 .
Node[i].damage’
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}

Attack total cost += Attack_cost of Node i;
Update share basket;

Update decrypted key basket;

Update Next Attack candidate;

4.1.2 Simple Algorithm 2

The fundamental concept of the simple algorithm 2 is derived from the
Heuristic LR_Algorithm. In terms of the state of all secrets, we choose the sum of paths
with the smallest weight which is set as the target to be recovered. As the simple
algorithm 1, first, we still calculate the weight dynamically after recovering one secret
and we apply Prim’s algorithm to predetermine the path from the attacker’s position to

each node. Second, for each unrecovered secret, we sum first & th the paths’ weight that

nodes contain shares and the certain path weight that the node contains the decrypted
key, and then sort these unrecovered secrets by the weight in ascending order.

Therefore, we set the secret with the smallest weight of the sum of paths as the
target, meaning that it is the most beneficial effect. Then, the uncompromised node on
the chosen path must be compromised if the attack budget is sufficient. The procedure is

repeated until the attack budget is exhausted or all secrets are already checked, and the

computational complexity of the SA, is O( |N ]| . |U|2 -lm,|). The core pseudo code of

mL)
the simple algorithm 2, denoted by SA, is shown in Table 4-2.

Table 4-2 SA, Algorithm

While(Attack total cost < ATTACK BUDGET AND unchecked secrets still exist){
For each Node i{
Node[i].damage = 0,
If(Node i is compromised){
Node[i] weight = 0);
}

Else{ //Only set weight to uncompromised nodes
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For each Secret v {
If(Secret v is not recovered){
//(share threshold[v]<= 0 AND !decrypted key[v])

If(Node i contains the decrypted key that the attacker needs){
Node[i].damage+ = Secretdamage[ v ]*

}
//(share_threshold[v]> 0 AND decrypted key[v])

If(Node i contains the share that the attacker needs){
Secretdamage[v]’
threshold[ v ] - basket[v]

Node[i].damage+ =

}
//(share_threshold[v]> 0 AND !decrypted key[v])

If(Node i contains the share that attacker doesn’t need){
Secretdamage[v ]

2 - (threshold[v] - basket[v])

Node[i].damage+ =

}
//(share_threshold[v]> 0 AND !decrypted key[v])

If(Node i contains the decrypted key that attacker doesn’t need){

Node[i].damage+ = Secretda;nage[ v/
}
b
}
A P
Node[i] . weight = ai.(bi) ;
Nodeli].damage
}
h

//Choose the secret the attacker must recover it
Target Secret = Find_Target Secret(), // shown as Table 3.5
For each first k,th Node i contains the component of Target Secret {

[F(Attack total cost + path cost of Node i <= ATTACK BUDGET){
Compromise Node i and all nodes on the chosen path;
Add these nodes to attack tree;
attack total cost += path_cost of Node i,
}
H

For each secret v {
If(Node i contains shares of secret v )
share threshold[v]--;
If(Node i contains key of secret v )
decrypted key [v] = true;
j
Update share_basket;
Update decrypt key basket;
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4.1.3 Experiment Environment

The proposed algorithm for the ATSS Model is coded in Dev- C++ run on a PC
with an Intel(R) Core(TM) 2.00GHz Duo CPU. The Iteration Counter Limit and
Improve Counter Limit are set to 1000 and 50 respectively, and the initial UB is set 0. In
addition, the initial step size scalar A is set to two and halved it if objective function
value still didn’t improve until the counter is up to the Improve Counter Limit.

To evaluate the effect of different damage value distribution for the attacker, we
design three different patterns of damage value in our system. The first is uniform
distribution, which is the scope of the information value is from two to twelve, and there
are the same secret numbers in each different level; the second is the normal distribution,
which the damage value pattern is normally distributed, with a mean of 7 and a standard
deviation of 1.6667; the third is the deterministic, whose secret damage is the same,
meaning each secret is the equally important.

We design the different number of users with the certain attack budget to evaluate
the performance of our system under the different QoS constrained circumstance. The
more number of legitimate users exist (Ul to US5), the more reliability network
operators must guarantee. Furthermore, there are three budget allocation strategies we
can observe to determine which budget allocation strategy is more effective in different
cases. The first strategy is uniform-based budget allocation, where each node we
allocate the same defense budget. The second strategy is degree-based budget allocation,
where we allocate the defense budget according to the percentage that the degree
number of the node over total degree of the network. The third strategy is
share-count-based budget allocation, where we allocate the defense budget depending
on how many shares and decrypted keys the node contains.

In addition, we design the three different defense functions, concave, linear and
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convex under the B, allocation, and then we adopt the concave function to represent

the nodal defense capability in the outer problem since the situation is close to the real

environment. That is meaning that the network operators allocate too much budget on a

certain nodal defense capability being useless because of marginal effect. The attacker

just invests the same as the defense capability due to cost-effectiveness, otherwise, the

investment is will not profitable. All parameters are shown in Table 4-3.

Table 4-3 Experiment Parameter Settings for the ATSS Model

Parameters of LR

Parameters Value

Iteration Counter Limit 1000

Improve Counter Limit 50

Initial Multiplier Value w1y, 1l a1l =0
Initial Scalar of Step Size A 2

CPU: Intel(R) Core(TM) 2.00GHz Duo

Platform RAM: 2.5 GB
Parameters of the ATSS Model
Parameters Value
Number of Nodes |N]| 25, 64, 100
Number of Secret 2. |N J

Number of User

Total Budget B
Total Defense Budget A

Information value Distribution

Node Capacity
Threshold of the secret

Defense Budget Distribution Strategy

Defense Capability a;(b,)

L K

Equal to the number of nodes
B

Uniform Distribution (D)

Normal Distribution (D, )
Deterministic (D)

1.2:|N||

The number of shares * 0.6
Uniform-based Distribution (B, )
Degree-based Distribution (B, )
Share-count-based Distribution ( B;)
Concave: 2-log(6b, +1)+¢

Linear: 25, +¢

Convex: b} +¢

b, 1is budget allocated to node i, Vie N,
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4.1.4 Experiment Results

We use the system vulnerability as the metric to realize the degree to which the
attacker’s objective is revealed, shown in Section 2.1. In order to evaluate the LR-based

algorithm we proposed, we compare with SA, and SA,, whereby the solution

obtained from the simple algorithm 1 and the simple algorithm 2 respectively. The LR
value obtained from the getting primal solution, and the LB value obtained from solving
the Lagrangean relaxation process. Therefore, the optimal solution exactly exists
between LR and LB so that we must calculate the gap between LR and LB by means

of LB-LR

x100% . In addition, the LR value is calculated by the percentage of the

getting primal solution over total damage in our system. The improvement ratio of LR

LR-SA, LR-SA,

x100% and

1 2

to SA, and SA, is calculated by x100% . Table 4-4

to 4-7 are the value of the experiment results, and then we arrange them to Figure 4-1 to

4-11 and discuss them in the next section.

Table 4-4 Experiment Results of Small-sized Networks ( |N 1| =25)

Damage | User Imp?o' mp ro-
value Num Strategy| LR(%) Gap(%) SA1(%) Ratio SA2(%)  Ratio
to SA1(%) to SA2(%)
Uniform Bl 09.54 2501  57.80 20.31  59.36 17.15
distribution | U1 |B2 7061 2297 5558 27.03  60.76 16.22
B3 07.70 2042  47.62 42,17 58.78 15.17
Bl 7151 2230  54.68 30.78  59.93 19.32
U2 |B2 72,70 1684  53.28 36.44  61.00 19.18
B3 7020 2241 5345 31.34  58.78 19.42
Bl 7562  17.08  63.55 18.99  61.66 22.64
U3 |B2 76.00 1542  52.79 4396  61.25 24.09
B3 73.00  19.62  42.69 70.99  58.87 24.01
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Bl 7759  14.18  65.44 18.57  61.90 25.33
U4 |B2 78.50  10.54  66.09 1877  64.37 21.96
B3 7440  19.68 4943 50.53  60.34 23.29

Bl 79.06 12,18  59.44 33.01  63.71 24.10
U5 |B2 81.03 10.54  66.09 22.61  64.37 25.89
B3 75.00 1942  53.45 40.32  62.07 20.83

Bl 64.65 2891  39.16 65.08  50.33 28.45

Ul |B2 65.70 2922 4754 3821  47.04 39.66
B3 63.70 2648  40.15 58.66  55.42 14.94

Bl 6770 2796  46.39 4594 4195 61.37
U2 |B2 68.60 1849  43.35 5825  46.96 46.07
B3 66.05 2589  42.69 5472 47.87 38.00

Bl 70.60  19.54 5271 33.94 4787 47.50

Normal

distribution U3 |B2 7220 1926 49.26 4697  52.13 38.87
B3 67.70 2395  43.68 55.00  49.75 36.07

Bl 72.00 1638  58.78 2248  51.40 40.09
U4 |B2 73.80 1580  54.76 3641 5213 43.28
B3 68.40 2324 4433 5428  47.87 42.90

Bl 73.30 1450 51.97 41.04  54.11 35.48

U5 |B2 7490 1327 5878 29.52  51.40 48.15
B3 70.00 23772 48.11 4549 4951 41.39

Bl 66.67 2251 = 56.49 18.02  57.80 15.34

Ul |B2 68.20 15.18  53.86 26.63  57.80 17.99
B3 65.33 2064 51.23 27.53  58.46 11.76

Bl 68.12  22.18  52.55 28.14  57.80 16.49
U2 |B2 69.30 1695  57.14 21.28 5583 24.13
B3 66.60 16.76  51.89 28.35  56.49 17.91

Bl 70.67 1741  57.80 2226 61.08 15.69
Deterministic] U3 |B2 72.67 1473 63.05 1524 59.11 22.93
B3 68.67 16.67  51.89 32.34  57.80 18.80

Bl 72.67 1477  63.05 1524  63.71 14.06
U4 |B2 74.67 1175  65.68 13.68  65.68 13.68
B3 69.00 1651  54.52 26.57  57.80 19.38

Bl 74.67 1221  65.68 13.68  65.68 13.68

Us |B2 7530 12,19  67.00 1240  64.37 16.98
B3 70.00 1553  54.52 2840 57.14 22.50
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Table 4-5 Experiment Results of Medium-sized Networks (|N ,| = 64)

Damage value | User Imp?o. Imp?o.

Num Budget|LR(%) Gap(%) SA1(%)  Ratio SA2(%) Ratio
to SA1(%) to SA2(%)
Bl 7325 22,62 6249 17.23  56.27 30.18
Ul |B2 75.14  18.65 67.37 11.53  62.04 21.11
B3 0759 2954 5194 30.13  54.94 23.03
Bl 7436 2144 6249 19.01  57.38 29.59
U2 |B2 7514 20.88  63.49 18.36  62.71 19.82
B3 69.00 2947  56.83 2142 50.28 37.24
i Bl 7436  21.63  59.60 2477 54.27 37.01
diggiﬁgn U3 [B2 | 7580 1950 64.04 1837  58.49 29.60
B3 7148  23.84  57.27 2481  53.50 33.61
Bl 7525 1746  59.60 2626  54.27 38.65
U4 |B2 7740 14.67 62.60 23.65  63.60 21.71
B3 7290 22.63  57.27 2729  51.61 41.25
Bl 79.36 1495 6548 21.19  65.04 22.01
U5 |B2 81.02 1336 66.26 2228 6271 29.20
B3 76.00 16.04  61.04 2450  53.94 40.90
Bl 69.12  25.77 49.75 38.92  58.21 18.74
Ul |B2 09.73  24.66 52.21 33.57  53.92 29.32
B3 0691 29.28 50.61 3220  50.37 32.85
Bl 7096 2371 48.65 4584 5748 23.45
U2 |B2 71.69 2236  48.65 4736 46.69 53.54
B3 07.50 29.76  44.12 53.00  60.29 11.95
Bl 7090 22,67 5221 3581 56.86 24.69

Normal

distribution U3 |B2 7230 2150 55.88 29.39  58.21 24.21
B3 0770 2824  52.08 29.98  56.00 20.88
Bl 7130 22775  48.65 46.55 5748 24.05
U4 |B2 73.00 1897 5748 2701  57.72 26.47
B3 6820 29.09 44.12 5459  55.64 22.58
Bl 75.12 1850  56.37 33.26  47.67 57.58
U5 |B2 7598 1724 59.56 2757 61.15 24.25
B3 70.20 2649  54.66 2844 4645 51.14
Bl 7037 17718 55.56 26.67  59.26 18.75
Ul |B2 71770 14.85  58.33 2291  55.56 29.06
B3 64.81 2478  47.22 3725 51.85 25.00

75




Deterministic Bl 7222 1820  62.96 1471  60.19 20.00
U2 B2 7330  13.99  67.59 8.44  58.33 25.66
B3 6640 2379  48.15 3791 5278 25.81
Bl 73.15 15.80  58.33 2540  62.04 17.91
U3 |B2 7420 16.15  59.26 2521  53.70 38.17
B3 68.52 1942  53.70 27.59  51.85 32.14
Bl 73.15 18.60 63.89 1449 5741 2742
U4 |B2 7420 1641  59.26 2521 53.70 38.17
B3 69.20 20.31 58.33 18.63  53.70 28.86
Bl 7407 16.13  60.19 23.08  64.81 14.29
US B2 76.00 11.25 7130 6.60  59.26 28.25
B3 71.30  16.62 54.63 30.51  50.93 40.00
Table 4-6 Experiment Results of Large-sized Networks (|N 1| =100)
User Imp?o. Imp?o.
Damage value Num Budget|LR(%) Gap(%) SA1(%)  Ratio SA2(%)  Ratio
to SA1(%) to SA2(%)

Bl 74.83 2859 6741 11.02  64.03 16.88
Ul [B2 TE3T o 2ol 5 342 6345 21.85
B3 69.72  38.19 66.01 5.63  49.01 42.26
Bl 78.71 2249 6592 19.40  71.70 9.78
U2 B2 80.78  20.74  72.03 12.14  63.61 26.98
B3 72.69 3254  58.99 23.22 5347 35.96
_ Bl 79.37 2274 70.79 12.12  68.81 15.35
dggiﬁgn U3 [B2 | 8168 1873  73.02 1186 70.13 16.47
B3 7475 2950 58.17 28.51  53.80 38.96
Bl 80.61 21.52 70.79 13.87  68.81 17.15
U4 B2 8226 1852 T1.56 6.06 63.70 29.15
B3 7756  25.80 63.78 21.60  55.78 39.05
Bl 82.76  17.66  76.73 7.85  71.37 15.95
Us B2 83.09 1743 74.83 11.03  68.98 20.45
B3 78.14 2466  63.28 2347 4447 75.70
Bl 7192 3121 6141 17.13  55.96 28.52
Ul B2 73.00 29.71  61.50 18.69  59.81 22.05
B3 68.26 36.38  62.07 9.98  49.11 39.01
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Normal Bl 76.00 2397  68.83 1042 55.87 36.03
distribution | U2 B2 7740 2358  68.54 1292 55.12 40.43
B3 72.68 2898 51.92 39.96  46.48 56.36

Bl 76.62 2390  68.83 11.32 55.87 37.14

U3 |B2 78.00 23.80 68.45 1395  64.79 20.39

B3 73771 2527 63.29 16.47  47.89 53.92

Bl 78.12 1994 69.58 12.28  61.69 20.64

U4 |B2 7990 24.08 74.27 7.58 6629 20.53

B3 7446 2987  65.63 1345 47.89 55.49

Bl 7897 18.63  71.46 10.51  63.10 25.15

U5 B2 81.50  21.33 6798 19.89  56.24 4491

B3 74.55 2724 71.08 4.89  51.83 43.84

Bl 7007 2843  64.63 8.42  55.10 27.16

Ul B2 70.75 3559  66.67 6.12  55.78 20.83

B3 03.95 4286 48.30 3239 47.62 34.29

Bl 72.11 2745 6190 1648  65.31 10.42

U2 B2 73.50 2495 7279 0.98 57.82 27.11

B3 04.063 3632  52.38 2338 53.06 21.79

Bl 7347 2405 @ 66.67 10.20  62.59 17.39

Deterministic | U3 |B2 74.83  25.58 7279 2.80  56.46 32.53
B3 0599 3534  56.46 16.87  53.74 22.78

Bl TR3T 08 3. 5790 1443 6531 15.63

U4 B2 7700 2419 64.63 19.15 6259 23.03

B3 68.03 32.33  53.06 2821 54.42 25.00

Bl 76.87 2176 63.27 2151  66.67 15.31

US |B2 78.00  26.51  69.39 1241 68.03 14.66

B3 70.07 3392 54.42 28775 42.86 63.49
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Table 4-7 Experiment Results under Different Defense Capability Function (B3)

Impro. Impro.

Detense Damage User Rati Rati

Function £ LR(%) Gap(%) SA1(%) 210 sAq) NaHo

(Under B3) value Num to to

SA1(%) SA2(%)

Ul 7043 3136  51.85 3583 5274 3354

. U2 7332 2685 5603 30.85 5474 3394
Uniform

S o 7594 2361  58.62 2955 5492 3827
distribution

U4 7605 2359 6044 2584 5640 34.84

U5 7687 2311 6158 24.82 5374 4304

Ul 6326 3293 5406 2626 5357 2742

c Normal U2 7148 2473 5712 2514 5275 3550

oncave |- Notmat-—f,, 7336 29.80 5855 2530 5239  40.03
Function | distribution

U4 7434 2540 6047 2294 5194 4313

U5 7523 2435 6516 1547 5394  39.49

Ul 6727 3038 4545 4800 5061 32.93

U2 63.18 3178 4424 5411 4879  39.75

Deterministic|U3 70.61 2820 47.88 4747 5121 37.87

U4 7152 27.09 4697 5226 5091  40.48

108} 71.82 2814 5424 3240 4848  48.13

Ul 67.85 3136 4808 41.13 5392 25.83

. U2 7124 2685 5122 39.09 5851 21.76
Uniform

o3 75.13 2361 5574 3480 60.03 25.16
distribution

U4 7931 2359  59.92 3237 6036  31.39

Us 80.64 2311 6654 2119 6421 2559

Ul 66.62 3293 4945 3472 5651 17.89

L Normal U2 70.54 2473 56.87 24.03 5435 29.80

mnear | Normat -, 7385 2980 5761 2819 5679  30.03
Function | distribution

U4 7585 2540 59.93 2655 60.71 24.93

Us 7862 2435 6157 2770 6430 2227

Ul 62.12 3038 4061 5299 5212  19.19

U2 6758 3178 4636 4575 5485 23.20

Deterministic|U3 70.00 2820 4576 5298 57.88  20.94

U4 742 2709 5121 4142 6182 17.16

U5 7636 28.14 5636 3548  63.64 20.00

Uniform [U1 5231 3293 2856 83.14 40.15 3028

distribution [{yp 5745 2473 3317 7319 4300 33.59

U3 61.73 29.80 3827 6130 4459 3843
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Convex U4 63.85 2540 41.62 5343 4953 2891
Function U5 69.48 2435 4733 4681 5292 31.30
Ul 50.70  31.36  30.57 65.86 35.05 44.67
U2 53.26 2685 3638 4639 3871 37.57
Normal
.. .. 103 58.14  23.61 4238 37.21  43.04  35.08
distribution
U4 61.40 2359 46774 3135 4489 36.77
U5 65.62 23.11 5137 2774 50.67 29.51
Ul 4485  30.38  30.00 4949 36.36 23.33
U2 50.61  31.78 2939 7216 4091 23.70
DeterministicjU3 5455 2820 3697 4754 4182 3043
U4 56.67 27.09 4152 3650 42.12 34.53
U5 61.52 28.14 4758 2930 5091 20.83
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Figure 4-1 The Network Vulnerability under Different Numbers of Users (|| = 25)
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Figure 4-2 The Network Vulnerability under Different Numbers of Users (|n,|= 64)
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Figure 4-3 The Network Vulnerability under Different Numbers of Users (|N,|= 100)
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Figure 4-4 The Network Vulnerability under the Different Defense Function (B3)
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Figure 4-5 Vulnerability of Different Network Sizes and Damage Distributions
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4.1.5 Discussion of Results

Figure 4-1 to Figure 4-3 indicates the vulnerability of the targeted network under
different numbers of nodes, numbers of users, damage value patterns with the certain
attack budget equaled the defense budget.

From these figures, we observe that the target network with budget allocation

strategy B, is the lowest vulnerability and the most robust in all cases. It performs

more outstanding than other strategies since the defense resource is allocated according
to the importance of each node. The more shares and keys nodes contain, the more
probability are chosen as targets by attackers. Attackers must consume their budget on
these high defense capability nodes so that they just enable to recover an amount of
secrets. Number of compromised nodes would decrease due to the B, strategy.
Furthermore, the network vulnerability of the B, strategy outperforms the B,
strategy because of the wrong defense resource allocation under the B, strategy. The
probable reason is that the node with high degree might probably contain few of shares
or relatively valueless shares for the attacker, so the defense resource on this node
becomes useless. The consequence results in more secrets recovered with the same
attack budget by the attacker easily. Although the condition of wrong defense allocation

still occurs under the B, strategy, the uniform-based allocation can reduce the impact

of wrong defense allocation.

With the growth of the network, the difference between the B,, B, and B,

increase significantly for each information value distribution. Because of the larger the
network size, the more targets the attacker could choose. In order to reveal maximal
system damage, the attacker will consider the ratio of the attack cost to the profit gained
to avoid the node with too high defense capability. For this reason, the influence of
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wrong defense allocation would be magnified for network vulnerability with the growth
of the network size.

The trend of network vulnerability would rise if the system must provide more
users QoS requirements. Due to the higher system reliability being achieved, network
operators must transfer some budget from defense budget. In addition, the number of
users might affect defense-in-depth of the network because operators must construct
more links to achieve reliability for O-D pairs. Generally, it is much favorable for the
attacker to cause system damage since the part of defense resource allocated to decrease
the random error of the link.

Theoretically, the different information value distributions also affect the network
vulnerability. For example, the D1 distribution under different scenarios is usually the
highest vulnerability. The phenomenon indicates there are more quantities of high
information value in the targeted network, thus, the attacker would trend to recover
those types of secrets. For different information value distributions, the decision the
attacker adopts might be dissimilar. Under the scenarios of the D3, because all
information value is the same, meaning equally important, the attacker chooses the
targets according to what kind of shares and decrypted keys he already obtains.

Figure 4-4 shows the effect of different defense capability function under different
damage value distribution scenarios. Regardless of the kind of defense capability
functions, the rank of system vulnerability is Uniform distribution, Normal distribution
and Deterministic, respectively. Under different QoS constraints, the variation of
vulnerability with concave function is the lowest, with convex function being the
highest, and with linear function being between them. That is network operators invest
enough defense resource to enhance capability effectively by convex and linear form,

however, the more resource become useless by concave form because of the marginal

82



effect.

Figure 4-5 illustrates the performance of our proposed LR-based algorithm, simple
algorithm 1, simple algorithm 2, and the gap between LRs and LBs. Each point is
calculated by the average network vulnerability of different numbers of users and
different defense allocation strategies under the same network size and information
value distribution. We could observe the network vulnerability of our proposed
algorithm is always higher than simple algorithm 1 and simple algorithm 2 among
damage value distributions and the average improvement ratio to them are about 23.58
% and 27.13 %, respectively. Although the performance of SA1 and SA2 are uncertain,
the time complexity of SA1 is simpler than SA2. Therefore, the SA1 is the better choice
if the consideration of the complexity is considered. In addition, we could observe the
performance of them is approximately identical under the deterministic damage value.
The possible reason is they would choose the same targeted node to compromise since
they have no idea to decide which secret to be recovered first.

There is the optimal solution between LRs and LBs, and the average gap is no
more than 20.17% in our proposed algorithm. Furthermore, the network vulnerability
increases with the growth of network size since the more choices for attackers to

achieve their objective easily are.
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4.2 Computational Experiments with the NPDS Model

4.2.1 Experiment Environment

The proposed algorithm for the NPDS Model is coded in Dev- C++ run on a PC
with an Intel(R) Core(TM) 2.00GHz Duo CPU. The Iteration Counter Limit,
Improve Secret Counter and Improve Topology Counter are set to 160, 8§ and 8
respectively. The initial step size coefficient, & and A , are set to 0.5 and 0.25, and they
are halved if the network wvulnerability doesn’t improve after being over
Improve Topology Counter or Improve Counter Limit.

According to the result of the ATSS model, we observe the share-count-based

strategy B, 1is the best defense budget allocation of the three given strategies. Hence,
we design the different number of nodes with the strategy B, and the number of users

(U2) under different damage value distributions. We adopt the concave defense
capability function to be close to real world because marginal effect decreased with the
addition of defense budget.

The network operator would not only adjust the condition of recovered secrets by
putting shares and decrypted key on more secure locations, but also try to strength the
depth of the network and reallocate the defense budget on each node after the behavior
of attacking. After each attack procedure, the network operator applies these adjustment
mechanisms for the NPDS model.

Here, there are three reallocation strategies we adopted, denoted as uniform-based,
degree-based (attack tree), and damage-based redistributions. We observe the network
environment and extract some defense budget from uncompromised nodes and

reallocate to compromised nodes with reallocation strategies. Furthermore, we develop
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the other compared heuristic algorithm, denoted Defense Level Adjustment Only

(DLAO), in order to evaluate the performance of our proposed algorithm.

The other unmentioned parameters are shown in Table 4-8 in detail.

Table 4-8 Experiment Parameter Setting for the NPDS Model

Parameters of Adjustment Procedure

Parameters Value
[teration Counter Limit 160
Improve Counter Limit 8
Improve Topology Counter 8
Initial Scalar of Step Size 6 0.5
Initial Scalar of Step Size 4 0.25

CPU: Intel(R) Core(TM) 2.00GHz
Duo

Platform RAM: 2.5 GB
OS: Microsoft Windows XP SP3

Parameters of the NPDS Model
Parameters Value
Number of Nodes |N1| 25, 64, 100
Number of Secret 2. |N s

N

Number of User “ % J
Node Capacity 1.2:|N]
Maximum Allowable End-to-End Delay 2 (sec)
The disjoint path requirement 1to2
The material type of 0, 0,€{1,2,..,9
The tolerate risk of the random error 0.9

Total Budget B
Total Defense Budget A

Information value Distribution
Initial Budget Allocation Strategy

Reallocation Strategy

Defense Capability a,(b,)

Equal to the number of nodes
Equal to the total budget B
Uniform Distribution (D))

Normal Distribution (D, )
Deterministic (D)
Share-count-based Distribution ( B,)
Uniform-based reallocation ( B,)
Degree-based reallocation (B, )
Damage-based reallocation (B;)
2-log(6b, +1)+¢, b, isthe budget
allocated tonode i, Vie N,




4.2.2 Experiment Results

The initial network vulnerability is obtained from the share-count based defense
allocation strategy under the QoS (U2) requirements because the B3 defense allocation
strategy is the most robust among all defense strategies. In this experiment, we use the
same metric as the ATSS model to evaluate the performance of the targeted network.
The NPDS Vulnerability is the improvement of initial system vulnerability with our
proposed algorithm, and DLAO Vulnerability is the improvement of initial network
vulnerability with only defense resource reallocation heuristic algorithm.

In this experiment, we further adopt three reallocation strategies to adjust the nodal
defense capability, as ATSS model defense allocation strategies, and evaluate the
performance of these strategies with our proposed algorithm and the DLAO heuristic

algorithm. The improvement ratio is calculated by NEDS Vuln-- Init. Vuln. x100%

Init. Vuln.

DLA In.- Init. Vuln. ! . .
and OIVliri] lm AL x100% , respectively. The experiment results are shown in
nit. Vuln.

Table 4-9 in detail.

Table 4-9 The Experiment Results for the NPDS Model

Number : Init. Imp. Ratio Imp. Ratio

Damage value of ReSatlsecl)tceagt;on Vuln. VI:I;D(;}) of NPDS D(I(;go of DLAO
Users (%) ’ Vuln. (%) Vuln. (%)

Uniform Bl 57.40 19.441  63.15 11.36
distribution | Node 25 [B2 71.25 55.66 21.88] 6361 10.73
B3 57.67 19.06] 64.18 9.92

Bl 54.73 23911 66.29 7.84

Node 64 (B2 71.94 60.27 16.22]  66.75 7.22

B3 62.56 13.04 67.23 6.55
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Bl 53.30 27.15]  69.50 5.01
Node 100|B2 73.17 53.80 26471 70.21 4.04
B3 58.71 19.75] 69.56 492
Bl 50.20 22.64] 59.16 8.82
Node 25 |B2 64.89 51.74 20.27)  59.75 791
B3 53.26 17921 61.14 5.77
Bl 50.36 25.50] 61.85 8.52
digggﬁglon Node 64 [B2 6761  sL14 2436|6261 7.39
B3 52.43 2245  62.73 7.22
Bl 50.21 27.84] 65.11 6.43
Node 100|B2 69.58 51.44 20.08] 66.74 4.08
B3 55.50 20.23]  68.23 1.95
Bl 46.82 25.66] 58.45 7.19
Node 25 (B2 62.98 49.20 21.88]  58.30 7.42
B3 51.01 19.00]  59.18 6.03
Bl 46.37 27.59] 59.70 6.79
Deterministic | Node 64 (B2 64.04 49.84 22.17  61.58 3.85
B3 51.34 19.83] 6141 4.10
Bl 49.80 27.80] 64.61 6.33
Node 100|B2 68.98 52.75 23.53] 65.66 4.81
B3 53.60 22.29] 67.29 2.45
75.00
£ 65.00
g 55.00 IProposed_Algorithm
"c'é O Only_Defense_adjustment
£ 4500 B Initial
~ 3500
25.00

Uniform

Deterministic

Figure 4-6 The Improvement under Different Reallocation Strategies (|N,|= 25)
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Figure 4-7 The Improvement under Different Reallocation Strategies (|N,| = 64)
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65.00
55.00

B Proposed_Algorithm
O Only_Defense_adjustment
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45.00
35.00

Vulnerability (%)

25.00

Uniform Normal Deterministic

Figure 4-8 The Improvement under Different Reallocation Strategies (|N,| = 100)

4.2.3 Discussion of Results

Figure 4-6 to Figure 4-8 show the vulnerability of the targeted network under
different numbers of nodes, different damage value patterns under the same QoS
requirements. From these figures, we could make some observations that our proposed
algorithm outperforms Defense Level Adjustment Only in all cases. In addition, the
difference of them increases significantly with the growth of the network. The possible

reason is the more the network size is, the more the amount of choices to attack is
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leading to the limited improvement of DLAO heuristic algorithm. Therefore, the
effective strategy against the vulnerability is enhancing defense-in-depth of the network
and distributing shares over the secure location simultaneously rather than only
adjusting defense resource.

To discuss the reallocation strategy further, we observe the performance of
reallocation B3 strategy is lower improvement than other reallocation strategies and is
contrary to the initial defense allocation strategy. The result indicates the marginal
defense capability decrease with the addition of defense budget because compromised
nodes which almost contain quantities of shares are already allocated more resource
under initial budget allocation strategy B3.

According to this finding, the guideline of the reallocation strategy is to allocate
resource on overall important nodes to make them enough defense capability rather than
extremely reinforcing the certain nodal defense capability.

The average improvement ratios to initial network vulnerability for our proposed
algorithm and Defense Level Adjustment Only are 22.37 % and 6.47 %, respectively.

To sum up, we can induce the several mechanisms is truly better than single mechanism.

4.3 Computational Experiments with the DDS Model

In this section, we adopt the best ten solutions of the DDS model as the input of the
ATSS model. As a result, we can obtain the improvement between initial vulnerability
and new vulnerability of the best ten solutions, and then we use these decision variables
as the second solution approach. The procedure is shown in Figure 4-9. Moreover, the
result of the NPDS model would be compared with the DDS model under the same
scenarios, or we also combined the DDS model with the NPDS model to obtain the

better defense strategy.
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::i?—bc The DDS Model )
— ) __/

— \:\ __
- Simulated Annealing
A4 Method
<The ATSS Model

Figure 4-9 The procedure of the second solution approach

4.3.1 Experiment Environment

Here, we set the SA parameter o to 0.8, £ to 1.3, the initial temperature 7, to
1 and the frozen temperature 7, to 0. The initial iteration counter b, is set to 1000,

and the SA procedure executes b, times at each temperature. After setting these

parameters, we process the SA procedure and save the best ten “Discrete Degree”
solutions then put them into the ATSS model. Thus, we use the concave defense
capability function under the different damage value distribution to evaluate the results
of the DDS model. As same as previous experiments, the three defense resource
allocation strategies are used, uniform-based, degree-based and share-count-based. The
remaining unmentioned parameters are shown in Table 4-10 in detail.

Table 4-10 Experiment Parameter Setting for the DDS Model

Parameters of SA Procedure

Parameters Value
Initial Temperature 1
Initial Iteration 1000
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Final Temperature 0

] a=0.8
Cooling Parameter B=13
Parameters of the DDS Model
Parameters Value
Number of Nodes |N1| 25, 64, 100
Number of Secret 2-|N,
N
Number of User “ % J
Node Capacity 1.2:|N]
Maximum Allowable End-to-End Delay 2 (sec)
The disjoint path requirement 1to2
The material type of 6, 0, €{l1,2,...,9}
The tolerate risk of the random error 0.9
Total Budget B Equal to the number of nodes
Uniform Distribution (D))
Information value Distribution Normal Distribution (D, )

Deterministic (D)

Uniform-based Reallocation (B, )
Defense Allocation Strategy Degree-based Reallocation (B, )
Damage-based Reallocation ( B,)
2-log(6b, +1)+¢&, b, isthe budget

Defense Capability d,(5;) allocated tonode i, Vie N
> 1

4.3.2 Experiment Results

We propose the Simulated Annealing method to solve the DDS model and exploit
the best ten promising solutions of the decision variables as the input of the ATSS model.
Here, there are three defense allocation strategies to evaluate the performance of the
attacker under different damage value distribution. The improvement ratio of the DDS

model is calculated by DDS Vuln- Init. Vuln. x100% . The Init. Vuln. value represents

Init. Vuln.

the network vulnerability under initial defense budget allocation strategies, and the DDS.

Vuln. value is the improved vulnerability from the best ten solution strategies. In
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addition, we compare the result of DDS model with previous two layer mathematical

model.
Table 4-11 Experiment Results for the DDS model
Init. | Topl | Top2|Top3|Top4 | TopS| Topb|Top7 Top8 Top9 Topl0
Nfgc;zzrk Djarrllsege SDtiZ(::;s Vuln.|Vuln. [Vuln.|Vuln. [Vuln. Vuln.|Vuln. [Vuln. [ Vuln.|Vuln. | Vuln,
(%) | (%) | (%) | (%) | (%) | (%) | (%) | (o) | (%) | (%) | (%)
Bl 75.85(59.59(59.92(59.92160.08|59.43|62.38|60.58|61.23|62.71| 65.01
Uniform B2 76.00]63.86/60.41]66.32|63.70(65.6763.20|67.14(65.01{67.64| 70.92
B3 72.69|64.68|68.79|64.35|66.98|65.67/66.65|66.65(66.49|67.31| 69.44
Bl 70.66|55.09/54.21|58.95|57.19|62.98|64.39|62.46|62.46|63.16| 62.81
Node 25| Normal |B2 71.6759.30(61.75|67.89|67.37|64.91(66.32|70.00|69.16|71.58| 70.88
B3 70.04(55.26/60.18|63.86|66.67|70.03|68.42|66.84|69.47/68.42| 70.03
Bl 72.10|52.59|53.93(52.59|53.93|52.59(53.93|53.93|56.59|56.59| 56.59
Deterministic|B2 72.15(53.93|57.93|60.59|55.26/61.93]60.59|63.26|59.26|60.59| 61.93
B3 70.34159.26|57.93|56.59]63.26|59.26(60.59]61.93|63.26(65.93| 64.59
Bl 78.55]60.00]61.07|62.54(63.11|65.38(66.52|63.79|63.22(63.79| 65.04
Uniform  |B2 79.34159.70/61.41(58.80{60.50/61.07]59.82|64.93|63.56|63.68| 65.95
B3 74.46(60.16(60.73|63.11|61.63|60.50|61.63|60.84|63.45|64.25| 64.25
Bl 73.72{56.13|57.72(59.31|59.44|59.44/63.97|63.24|62.99|61.64| 63.24
Node 64| Normal B2 75.86(56.86(58.95(58.82(57.23|60.66/59.07|60.54|61.40|62.99| 63.24
B3 72.00(58.95(60.29|58.95|62.38|60.54/60.78|60.54/62.13|62.99| 62.62
Bl 72.19|54.06(55.91|54.06|54.98|56.83|56.83|56.83|55.91|54.98| 57.76
Deterministic|B2 73.50(52.78|54.63|53.70|55.56|56.48|55.56|56.48|57.41]59.26| 58.33
B3 70.98|54.63|53.70(57.41|55.56|54.63|55.56|55.56(57.41|57.41| 59.26
Bl 78.71|54.02(57.00(57.24|56.42|58.98|58.73|61.37|58.32|58.73| 63.43
Uniform B2 79.78|56.83(55.18(60.54|62.19|61.04/64.59|60.54|66.15|63.68| 63.02
B3 75.22(59.97|61.04(60.46|59.80|61.12(62.52|65.25|63.10|66.07| 71.76
Bl 76.00(54.51(53.01{54.60|56.29|55.35|56.01|57.42|57.61|61.55| 60.24
I\ic())((i)e Normal (B2 77.40(53.29(55.35|54.79|57.61|58.36/56.20|58.08|60.61|64.65| 66.72
B3 72.68|57.96(57.86(57.20|56.55|58.80/60.58|58.99|58.71|62.65| 61.90
Bl 74.28|51.24(52.60(52.60|51.92|51.24/52.60|51.92|53.96|56.00| 55.32
Deterministic|B2 74.41153.28(53.96(51.88|53.96|56.00|58.72|58.72|56.68|57.36| 60.08
B3 71.30(53.2853.28|56.68|55.32(57.36/56.00|56.68|57.36|60.76| 62.12
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Figure 4-10 The Improvement of Top 10 Solutions under Different Network Sizes

(Uniform Distribution)
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Figure 4-11 The Improvement of Top 10 Solutions under Different Network Sizes
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4.3.3 Discussion of Results

Figure 4-9 to Figure 4-11 display the improved vulnerability of the targeted

networks under different number of nodes, damage value distribution, and the top 10

network deployment. We can observe some different findings from the original solution.

>

In our original solution, the share-count based (B3) defense resource allocation
strategy performs the lowest vulnerability than other strategies. However, the
significant predominance of B3 strategy is eliminated after we apply the DDS
model. The probable reason is that the share distribution pattern is changed so that
the B3 strategy is no more appropriate in the initial network deployment.
Especially to deserve to be mentioned, the B1 strategy is obtained relatively great
improvement instead. This finding indicates the enhancement of discrete degree of
secrets, including both the separation degree of shares and the difference of shares
patterns among nodes. The consequence forces the attacker to make more effort to
compromise more nodes in order to recover the secret. Therefore, the probability of
chosen the target for each node increases so that the Bl strategy can consume
attacker’s power efficiently.

In most scenarios, we observe that the average improvement ratio increase with the
growth of network size generally. This phenomenon is more obvious with the B1
strategy. Since more candidate nodes can be chosen to place the shares and keys in
large-sized networks, network operators enable to further enhance discrete degree.

The average improvement ratio of DDS model to initial vulnerability value under

the B3 strategy is 18.65%, and it is about 22.37% in the NPDS model. Therefore, the

adjustment mechanism of NPDS model is proved to be the better defense strategy since

we adjust the network deployment according to the behavior of the attacker.
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Chapter 5 Conclusion and Future Work

5.1 Conclusion

Because of the popularity and variety of network application, most of enterprises
start to run global commerce to earn more profits by means of Internet. Therefore, the
global trend leads to generating an amount of data, including the core competition and
other business secrets. It is an important issue for network operators not only to
guarantee QoS requirements (ex: Timely use) for subsidiaries but also to prevent
information leakage from their opponents. However, there is no single mechanism of
network security could solve all security threats and natural risks. A solution for security
threats is to adopt several mechanisms to enhance the strength of defense. In our thesis,
we address on information leakage topic as the attack behavior, hence we assist network
operators to construct the robust network topology which satistfies QoS constraints for
users and minimize the vulnerability caused by information leakage.

The main contribution of our research is to characterize complicated attack
behaviors and real-world network strategies through the mathematical programming
models, called ATSS and NPDS model. The solution approach is proposed Lagrangean
Relaxation method, and we apply LR-based heuristics to solve the ATSS problem. In
addition, we obtain the clues according to LR procedure and exploit our heuristics to
find the near optimal solution for the NPDS problem until the attack and defense
adjustments reach equilibrium. Most importantly, the result provides network operators
the suggestion that how to strengthen the robustness of the network considering both the
network vulnerability and network reliability.

The second contribution is to consider the random error of links in order to be

close to real-world scenarios. For the sake of planning the reliable system, we must find
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several link disjoint paths with the concept of artificial flows and then ensure the
network connectivity to reach reliability requirements of each OD pair. Moreover, we
evaluate the performance under different QoS constraints that represent different ratio of
additional budget extract from defense resource to maintain network reliability.

The third contribution of our research is to depend on the LR-based approach to
develop defense strategy heuristics for building a secure and fault tolerant data storage
service in collaborative environments. Network operators achieve the tradeoff between
the confidentiality and availability with secret sharing and replication mechanisms. The
concept of defense-in-depth is considered in our thesis, and the network vulnerability is
improved as a whole in terms of the holistic view. Through Section 4.2, we can induce
multiple defense mechanisms true more efficient than single defense mechanism. The
better defense resource reallocation based on the concept that is to enhance important
nodes to reach enough defense capability level rather than to strengthen the certain node
extremely if the discrete degree of the shares and decrypted keys is superior.

The behavior of the attacker is also discussed the vulnerability against information
leakage under different defense resource allocation strategies and several damage value
patterns in our study. The experiment results indicate that the attacker trends to reveal
valuable secrets in the targeted networks so that the uniform distribution is the most
susceptible, while the deterministic is the least susceptible. Moreover, we could infer
conclusion from the enlargement of vulnerability with the growth of number of users.
That is the more number of users in our systems would make the network topology form
be close to the partial mesh network because the more reliability for O-D pairs must be
satisfied.

From our experiment results, we could draw some conclusions below:

» The guideline of shares and decrypted key distribution strategies are to increase the
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separation of shares in terms of the single secret and to differentiate the share
patterns among nodes. In addition, the effect of discrete degree of secrets will be
significant if all secrets in the target network are equally important.

» The rich connectivity of nodes could benefit the convenience for attackers. The
discipline of topology adjustment is to set the average degree of each node to the
least and similar numbers rather than form of rendezvous points according to the
concept of defense-in-depth. As a result, the attacker must pay more effort to
compromise the targeted node.

» The best defense resource strategy is to apply the share-count based allocation to
nodal defense capability within the initial period because of protecting those nodes
with more shares and keys; moreover, we must further adjust redundant defense
resource to each compromised node with the uniform resource reallocation strategy.
Briefly, the purpose is to allocate defense resource on relatively attractive nodes

for the attackers in order to consume their attack power effectively.

5.2 Future Work

There are several research issues and conceptions to be further discussed as the

following.

> Proactive secret sharing scheme

In our attack-defense scenarios, we assume the attacker collects shares and
decrypted keys to reveal secrets without any time limitation. However, the
protection mechanism with traditional secret sharing would be insufficient for those
long-lived and sensitive secrets in fact. In order to enhance security farther, the
proactive secret sharing scheme is advocated [10], where shares and decrypted keys

are renewed periodically without changing the secrets. In such way, the previous
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shares, which attackers already obtain, will become obsolete and useless after the
shares are refreshed. The property of proactive approach divided all lifetime of
secrets into periods of time (ex: one week, one month, etc.) and will be difficult for
the attacker to recover secrets in a single time period.

The different attack types

In our thesis, we address the attack behavior of information leakage, but there are
other attack types in real world, such as distributed denial of service (DDoS). The
objective of attackers might be to corrupt shares resulting in information ruin or to
violate QoS requirements for legitimate users. If we determine the strict threshold of
the secret, it will benefit attackers to offense easily that the destruction of the secrets
only requires ruining n — k shares. It is a new tradeoff issue between data availability
and confidentiality. Therefore, we consider various attack types and readjust our
strategies to reduce the average system damage as possible in the future.

The better strategies for initial solutions

During our computational experiment phase, we can observe the initial network
deployment is highly vulnerable to malicious attacks. The reason is that we merely
satisfy users QoS constraints to distribute shares and decrypted keys but ignore the
impact of the attacker in the initial outer solution. In other words, we only consider
the availability instead of neglecting the confidentiality issue. Here, we can consider
how many the numbers of shares are divided in order to observe the appropriate
ratio of the total number shares to threshold for the network vulnerability. Therefore,
we can further extract some constraints from the NPDS model to define the
independent initial problem. If we enable to formulate the new metric which implies
the difficult degree of secrets recovery for the attacker and depth-in defense for the

network operator, the better initial solutions are obtained than before. For instance,
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we think the discrete degree of secrets as our objective function and then propose
the appropriate approach to solve it such as section 3.3. The outcome is the input of
the ATSS model, and it may assist the network operator to find the nearer optimal
defense strategy in the NPDS model.

Discussion of other network planning decision variables

In the NPDS model, the transmission delay between arbitrary pair of nodes is the
given parameter. In fact, the transmission bandwidth issue usually must be decided
by network operators for network optimization. Besides, to attain the continuity of
services, we can also invest redundant devices on those important nodes to reduce
the possibility of security threat. To sum up, we must further take a number of QoS
factors into consideration in terms of network planning. The more supplements will

make our models more flexible and closer to the real world.
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