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Abstract 

In this paper,  we consider t h e  routing problem in networks with 
single-path routing a n d  multicasting services. In such networks, 
all t h e  single-destination traffic is t ransmi t ted  over exactly one 
pa th  between t h e  origin a n d  t h e  destination a n d  the  multiple- 
destination traffic (if applicable) is t ransmi t ted  over exactly one 
tree rooted a t  t h e  origin. Examples of such networks a re  the  
conventional circuit-switched telephone networks, virtual-circuit  
based packet networks such a s  t h e  X.25 networks,  networks 
supporting Switched Multi-megabit  D a t a  Service (SMDS), 
networks suppor t ing  F r a m e  Relay Service (FRS), and  the 
recently proposed Broadband Integrated Services Digital 
Networks (B-ISDNs) based on Asynchronous Transfer Mode 
(ATM). We consider t h e  problem of choosing a route/tree 
between every origin a n d  i t s  single/multiple destina.tion(s) i n  a 
network so as t o  minimize the  maximum link uti l ization. We 
consider t h e  formulation of this problem a s  a linear integer 
programming problem. 

T h e  emphasis of th i s  paper is (i) t o  consider routing for single- 
destination and  multiple-destination (multicast)  traffic i n  a 
uniform way, (ii) t o  develop a near-optimal quasi-static 
algorithm t o  solve the  problem, and  (iii) t o  evaluate the  
efficiency a n d  effectiveness of using the  minimax criterion a s  a 
surrogate objective of o ther  performance measures, e.g. the  
average packet delay.  T h e  basic approach t o  t h e  a.lgorithm 
development is Lagrangean relaxation. In computa.tional 
experiments, the  proposed algorithm determines solutions t h a t  
a re  within a few percent of an  opt imal  solution for networks with 
up t o  61 nodes in 2 minutes of C P U  time. Compared with t h e  
minimum hop routing scheme, t h e  minimax utilization routing 
algorithm results i n  a 16.67% t o  75.00% improvement i n  the  
maximum link utilization factor for 10 tes t  networks. We also 
show t h a t  the  routing decisions made by t h e  minimax utilization 
routing (MUR) algorithm a r e  within 2% of a n  opt imal  solution 
where the  objective is t o  minimize t h e  average packet delay. 
Finally,  we discuss issues of implementing the  MUR algorithm. 

1. I n t r o d u c t i o n  

In this paper,  we consider t h e  routing problem for networks with 
single-path routing a n d  multicasting services. In a net,work with 
single-path routing, all of the  single-destination traffic is 
t ransmi t ted  over exactly one p a t h  between t h e  origin a n d  the  
destination. If t h e  network also provides multicasting service, 
the  multiple-destination traffic from a n  origin is t ransmi t ted  over 
exactly one tree rooted a t  t h e  origin where one copy of the 
packets is t ransmi t ted  over each link in the  tree (packets a re  not 
duplicated unless necessary). Due to ease of management and 
planning, many networks t h a t  provide single-path routing service 
have been implemented or proposed. These include the  
conventional circuit-switched telephone networks, the  virtual-  
circuit based packet networks (such a s  Public Packet  Switched 
Networks (PPSN)I'I, SNA[21, Telenet['I, TYMNET! 
TRANSPACI51) , networks suppor t ing  Switched Multi-megabit, 
D a t a  Service ,$,SMDS)16]. , networks supporting Frame Relay 
Service (FRS) , a n d  Broadband Integrated Services Digital 
Networks (B-ISDNs)@l based on t h e  Asynchronous Tra.nsfer Mode 
(ATM) technology. T h e  routing algorithms used i n  these 
networks depend on the  specific switching equipment, 
manufacturers and  are  mostly either fixed or adapt ive  only when 
major events occur (e.g., topology change) instead of being 
adapt ive  t o  the  dynamic traffic conditions i n  the  networks. This  
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is due  t o  t h e  fact  t h a t  s t a t i c  routing is simple in te rms  of 
network management and  capacity expansion, a n d  t h a t  s ta t ic  
routing does not generate ex t ra  network routing messages as in 
the  case of dynamic  routing. However, routing without 
considerations of network traffic conditions usually gives poor 
performance especially when t h e  traffic condition changes a lot .  
We therefore, in this paper,  consider a "quasi-static" routing 
algorithm t h a t  not only is simple in te rms  of network planning 
but  also takes  (longer te rm)  traffic conditions in to  account.  

T h e  objective of the  algorithm is to find a route / t ree  between 
every origin a n d  i ts  destination(s) i n  a network so a s  t o  minimize 
the  maximum link uti l ization. T h e  algorithm is referred as the  
minimaz utilization routing (MUR) algorithm. T h e  major 
advantages  of using t h e  minimum of t h e  maximum link 
utilization as t h e  performance objective include: 

A single performance indicator ( the  maximum link utilization 
factor) is provided. This  single value can be used to derive 
upper bounds on o ther  performance measures, e.g. end-to-end 
delay, call blocking r a t e  a n d  cell loss probabili ty.  

For engineering t rac tab i l i ty ,  end-to-end performance 
objectives a re  converted t o  link uti l ization constraints.  The  
MUR then  provides the  most efficient uti l ization of the  
network capacity and  avoids unnecessary capacity expansion. 

The minimax criterion can be t rea ted  a s  a goal of the  system 
to  provide a balanced and  robust operating point.  

I t  is clear t h a t  an  optimal routing assignment (with respect t o  
the minimax criterion) remains opt imal  i f  the  traffic 
requirements grow uniformly. 

The  routing decisions made by the  MUR algorithm usually do  
very well with respect t o  o ther  major performance criteria i n  
various networks such as t h e  call blocking probability i n  
circuit-switched networks,  t h e  packet delay in  virtual-circuit  
based packet networks a n d  t h e  cell loss probabili ty i n  B- 
ISDNs. For  example,  the  maxmini residual capacity routing, 
which is a variation of t h e  MUR has been proposed and  
eva lua ted l l  [''I. Yee and  Lee [''I compared 4 routing 
algorithms for ATM networks and  concluded t h a t  t h e  
minimax criterion achieves the  best trade-off between 
average/largest  cell delay and  average/largest  cell loss 
probabili ty.  Moreover, a s  will be shown i n  Section 4, the 
routing decisions made by t h e  MUR algorithm a r e  within 2% 
of an  opt imal  solution where the  objective function is the  
minimization of t h e  average packet delay. 

The  problem can be formulated a s  a linear integer 
programming problem a s  compared t o  non-linear integer 
programming problems result ing from using other 
performance objectives such a s  delay or blocking probabili ty.  

Due t o  the  discrete na ture  or the  MUR problem i n  networks with 
single-path routing and  multicasting services, t o  our knowledge, 
no published research a t tempted  t o  solve the  problem optimally.  
Tcha and Maruyamall21 developed a straightforward heuristic 
scheme, which is conceptually similar t o  the  simplex method, t o  
solve the  MUR problem for virtual circuit  networks.  They  tested 
the  heuristic on relatively small t es t  prolJlerns with 15 t o  95 
origin-destination (0-D)  pairs ( the  test  problems we considered 
a re  with 90 t o  3660 0 - D  pairs). T h e  error bounds i n  their 
experiments were up t o  35.98%. 

In this paper,  the  MUR problem is solved by the  Lagrangean 
relaxation technique. We find t h a t  the  dua l  problem 
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(transformed f rom t h e  original problem) becomes t w o  
independent a n d  easily solvable subproblems. In computa t iona l  
experiments,  t h e  MUR a lgor i thm determines solutions t h a t  a r e  
within a few percent of a n  opt imal  solution for networks wi th  up  
to 61 nodes in  t w o  minutes  of C P U  t i m e  o n  a SUN S P A R C  4901~. 

I n  t h e  following sections, we first present a formal definition of 
t h e  rout ing  problem addressed in  th i s  paper.  W e  then  propose a 
solution approach  in  Section 3. Some computa t iona l  results a r e  
reported in Section 4. Section 5 discusses a number of 
implementational issues. Section 6 summar izes  th i s  paper.  

2. Problem Formulat ion 

W e  model a communication network as a graph  G ( V , L )  where 
t h e  switches a r e  represented by nodes a n d  t h e  communication 
channels a r e  represented by  links. V =  { 1,2, ..., N } is  t h e  se t  of 
nodes a n d  L is t h e  s e t  of l inks in  t h e  g r a p h  (network). Le t  W be 
t h e  se t  of 0-D pairs (single destination) in t h e  network a n d  M be 
t h e  se t  of multicast  g roups  (multiple destinations) in the 
network. F o r  t h e  sake  of discussions, t h e  terminologies used in 
t h e  rest  of t h e  paper  are based on  those used in virtual-circuit  
based packet  networks.  However, t h e  analysis applies to all o ther  
types  of networks  providing single-path rout ing  a n d  multicasting 
services. F o r  each 0-D pair w E W, t h e  mean arrival r a t e  of new 
traffic is  7, (packets/sec), while t h e  mean  arrival r a t e  01' a 
multicast  g roup  m is  a ,  (packets/sec). L e t  P, be a given se t  of 
all possible simple directed p a t h s  from t h e  origin to the 
destination for 0-D pair w. T h e  overall traffic for 0 -D  pair  LD is  
t ransmi t ted  over exactly one  p a t h  in t h e  s e t  P,. L e t  P he t h e  se t  
of all simple directed p a t h s  in  t h e  network, t h a t  is, P = U,,EWP,. 
For a multicast  g roup  m, le t  T, be a given se t  of trees rooted a t  
t h e  origin a n d  spanning  all t h e  destinations.  T h e  traffic is  
t ransmi t ted  over one  t ree  in t h e  se t  T,. Let  T be t h e  se t  of all 
trees in  t h e  network, t h a t  is, T = U,EMT,. F o r  each link 1 E L, 
t h e  capacity is C1 packets per second. 

For each 0 - D  pair  w E W, le t  
1 p a t h  p E P, is  used to t r a n s m i t  t h e  packets  for U) 

'p = 0 otherwise. { 
Since all of t h e  packets  in  a session a r e  t ransmi t ted  over a single 
p a t h  f rom t h e  origin t o  t h e  destination in  a v i r tua l  circuit 
network, we have 

zp = 1. 
PEPW 

1 if link I is  on  p a t h  p 

For each p a t h  p E P a n d  link I E L, le t  

'PI = 0 otherwise. { 
For each multicast  g roup  m E M, le t  

t ree  6 E T, is used to t r a n s m i t  t h e  packets for m 
yt E {i otherwise. 

T h e  switches in  t h e  v i r tua l  circuit network a r e  assumed to have 
the  capabili ty of duplicating packets  for multiple downst ream 
destinations residing in  diflerent branches of t h e  tree. When a 
packet is multicast  f rom t h e  root  to t h e  destinations using tree t ,  
i t  is assumed t h a t  exactly one  copy of t h e  packet  is transmitlted 
over each link in tree t .  Similar to t h e  single-destination case, we 
have 

c It = 1. 
tE Tm 

For  each t ree  t E T a n d  link 1 E L, le t  

uti= 0 otherwise. 
1 if link I is o n  t ree  t 

{ 
T h e  problem of determining a p a t h  for each 0-D pair a n d  a tree 
for each mul t icas t  g roup  to  minimize t h e  maximum link 
uti l ization in  t h e  network can  then  be formula ted  as the  
following linear combinatorial  op t imiza t ion  problem: 

z p = 1  V w E W  (2) 

111-1 V m E M  (3) 

(4) 

( 5 )  

PEPV 

t E  T ,  

zp = 0 or 1 

yt = 0 o r  1 

V p  E P,, w E 1V 
V t  E T,, m E A l .  

T h e  objective function represents t h e  minimax link utilization in  
t h e  network. Te rms  in t h e  left hand  side of Cons t ra in t  (1) denote 
t h e  aggregate flow of packets  over link 1. Const ra in t  (1) requires 
t h a t  t h e  aggregate flow n o t  exceed t h e  capacity of each link. 
Cons t ra in ts  (2) a n d  (4 )  require t h a t  all of t h e  traffic for one  0-D 
pair is t ransmi t ted  over exactly one  p a t h .  Similarly, 
Cons t ra in ts  (3) a n d  (5) require t h a t  all of t h e  traffic for one  
multicast  g roup  is t ransmi t ted  over exactly one  t ree .  

Le t  

An  equivalent formulation of IP' is  

(IP 1 

C C zp 7, 6p1 + C ~t a m  011 5 C/ 8 V [  E L ( 6 )  

ZIP = min s 

subject to: 

v E W p E P ,  m E M t E T m  

0 5 8 5 1  (7 1 
z p = l  V w E W  (8) 

y t - 1  VmEA-l  (9 1 

(10) 

(11) 

P E P W  

t E T ,  

zp = 0 or 1 

ut = 0 or 1 
V p  E P,, w E 1V 
V t  E T,, m E A l .  

Const ra in ts  (8)-(11) a r e  t h e  s a m e  as Cons t ra in ts  (2)-(5). 
Const ra in ts  (6) a n d  (7) require t h a t  t h e  uti l ization of each link 
not  exceed s ( a n d  unity). Cons t ra in t  ( 1 )  is therefore r e d u n d a n t  
a n d  can  be eliminated. 

3. Solution Procedure 

product or vendor in this paper is to Indicate the computing environmnt for the Lagrangean Relaxation (LR): 
Illustrative purposes; it is not Lntended to he a reoDmndation or endorsenleiit of T h e  basic approach  to solve t h e  linear programming problem 
any product or vendor. Neither the inclusion of a product or a vendor in a mmput.ing formulated in  t h e  Drevious section is  Lanrannean  Relaxation. A 

1. BeUeore doe4 not r e w m d  or endorse products or vendors. Any mntion o f  a 

eomputatlonal experiments diseussed cf to provide an example of technology for 

- "  environment or in this paper, nor the omlssion of a product or vendor, should he 
interpreted as indicating a pasition or opinion of that product or vendor on the ]part 
of the authors or Bellcore. 

Lagrangean re laxa t ion  is O b t a i n e d  by iden t i fy ing  i n  t h e  p r i m a l  
problem a se t  of complicating cons t ra in ts  whose removal will 
simDlifv t h e  solution of t h e  Drimal Droblem. E a c h  of t h e  . "  
complicating cons t ra in ts  is multiplied by a multiplier a n d  added  
to t h e  objective function. T h i s  mechanism is referred to as 
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dualizing t h e  complicating constraints.  

In our solution approach to (IP), we dualize Cons t ra in t  ( 6 )  of ( IP)  
t o  obta in  t h e  following relaxation: 

where 

G = E E z p ~ d p ~ +  E Y t a m b t /  - Cf  8 
W € W P € P W  m E M t E Tm 

subject to: 

0 5 ~ 5 1  (12) 
z , = 1  V w E W  (13) 

y t = l  V m E M  (14) 

z p = O o r l  V p E P , ,  W E  W (15) 

V t  E Tm, m E M. (16) 

PEP, 

t E T ,  

yt  = 0 or 1 
T h e  solution t o  (LR) is for every 0-D pair w and  every multicast  
group m, to route  all of t h e  required traffic over a shortest  pa th  
and  a minimum cost t ree ,  respectively, where t h e  a r c  weight of 
link I is UJ. T o  de termine  8, there  a r e  two  cases: 

1. If ,&,U, C/ 2 1, t hen  8 = 1. 

2. If ~ , , , u ,  CJ < 1, then  s = 0. 

Dual (D): 
For  any  U 2: 0, by t h e  weak Lagrangean dua l i ty  theoreml' l ,  t h e  
opt imal  objective function value of (LR), ZD(U), is a lower bound 
on ZIP. T h e  dual  problem (D) i s  

ZD = m a x  ZD(U). (D) 
Y 2 0  

Therefore, in order t o  obta in  t h e  grea tes t  lower bound, we solve 
t h e  dua l  problem (D). There a r e  several methods for solving the  
dual problem (D), of which t h e  subgradien t  meth0d1'~l is t h e  most 
popular and  is employed here. Le t  a n  [ L  !-tuple vector b be a 
subgradient of ZD(U). Then ,  in i teration k of t h e  subgradien t  
optimization procedure,  t h e  multiplier for each link I E L is 
updated by1'41 

U!+' = U! + t'b:. (17) 

The  s tep  size t k  is determined 

where Zjp is t h e  objective function value for a heurist ic solution 
(upper bound on  2,) a n d  6 is a cons tan t ,  0 < 6 5 2. In our  
implementation (results of which a re  described in t h e  next 
section), Zfp was initially chosen as 1 and  updated t o  t h e  best 
upper bound found so far in  each i te ra t ion .  In addi t ion ,  6 was 
initially se t  t o  2 a n d  halved whenever t h e  objective function 
value did not  improve in 25 i terations.  The  init ial  values of t h e  
multipliers were chosen t o  be 0 .  

In order t o  find be t te r  lower bounds,  we fur ther  employ t h e  
following mechanism: F i rs t ,  we temporarily choose t h e  multiplier 
U( = u1 (E U/ Cl)-' for link I so t h a t  E,,,ur CJ = 1. It  can  be 
verified t h a t  th i s  temporary multiplier is a break  point of ZD(U) 
(since 8 has  a discrete j ump  at th i s  point)  a n d  potentially 
corresponds t o  a higher dua l  objective function value t h a n  a t  U. 
Note t h a t  using t h e  temporary multiplier UJ results in t h e  same 
choice of pa ths  as using t h e  original U,. We also note t h a t  when 
all of t h e  a r c  weights (multipliers) a r e  multiplied by a positive 
scalar IC, t h e  shortest  pa ths  found in  solving (LR) d o  not change. 
I t  is only for t h e  purpose of calculating ZD(U), we temporarily use 
t h e  multiplier t o  a t t e m p t  t o  find a higher dua l  objective function 
value by a simple calculation. T h e  original value of t h e  
multiplier U/ will still be used in t h e  subgradien t  method t o  
update  t h e  multiplier for t h e  next i t e ra t ion .  T h e  above 
procedure is for solving t h e  dua l  problem and  obta in ing  good 

E L  

lower bounds on t h e  opt imal  objective function value. We next 
describe a procedure for finding good primal solutions.  

Primal Solutions: 
In each i te ra t ion  of solving (D), where a n  (LR) is solved, a 
shortest  p a t h  for each 0-D pair and  a minimum cost t ree  for 
each multicast  g roup  a r e  found. If these rout ing  assignments also 
satisfy t h e  capacity cons t ra in ts  (for each l ink t h e  aggregate flow 
does not  exceed t h e  link capacity),  t hen  t h e  rout ing  assignments 
a r e  primal feasible and  is considered as a heurist ic solution. T h e  
maximum link uti l ization factor is calculated and  the  best 
heurist ic solution found in t h e  course of solving (D) is reported.  

4. Computational Results 
Since t h e  mechanism to de termine  t h e  rout ing  assignments for 
multicast  traffic is similar t o  t h a t  for t h e  individually addressed 
traffic, we only consider t h e  indivjdually addressed traffic in our 
cur ren t  computa t iona l  experiments.  Three  se t s  of computa t iona l  
experiments a re  performed: 

In t h e  first se t  of experiments,  we tes t  t h e  MUR algorithm 
with respect to i t s  (i) computa t iona l  efficiency a n d  (ii) 
effectiveness in determining good solutions. 

2.  In t h e  second se t  of experiments,  we quantify how much t h e  
maximal link uti l ization can be reduced by t h e  MUR 
a lgor i thm compared with t h e  minimum hop rout ing  (MHR) 
algorithm. 

3.  In the  th i rd  se t  of experiments,  we eva lua te  t h e  
effectiveness of apply ing  t h e  MUR algorithm on t h e  virtual 
circuit  rou t ing  problem where t h e  objective is t o  minimize 
t h e  average packet delay.  

1. 

In t h e  following, we describe t h e  experimental  results: 

1. T h e  MUR a lgor i thm in networks with single-path routing 
a n d  multicasting services described in Section 3 was coded 
in F O R T R A N  77 a n d  run  on  a SUN SPARC 490 server.  For 
t h e  first se t  of experiments,  t h e  a lgor i thm was tested on 
three  networks: A R P A l  (61 nodes), RING (32 nodes), and  
O C T  (26 nodes) whose topologies a r e  shown in For each 
of t h e  three  networks,  i t  was assumed t h a t  for each 0-D 
pair there  were at most th ree  candida te  routes.  For  each 
0-D pair,  shortest  pa ths  were found with respect t o  3 sets 
of randomly generated utilization factors (arc weights) and  
t h e  distinct pa ths  were used as  candida te  routes.  Our 
previous research["I showed t h a t  considering all possible 
simple pa ths  will improve t h e  objective function value for a 
few percent at  t h e  cost of doubling t h e  computat ion time. 
For  each of t h e  three  networks,  it was assumed t h a t  for 
each 0-D pair t h e  t o t a l  traffic r a t e  at which packets  a re  
generated is 1 packet  per second. 

Tab le  1 summarizes t h e  results of our  computa t iona l  
experiments with t h e  MUR a lgor i thm.  T h e  second column 
specifies t h e  capacity of each link (in packets  per second) in 
each network. T h e  th i rd  column is t h e  largest  lower bound 
on the  opt imal  objective function value found in t h e  
number of i t e ra t ions  specified in t h e  seventh column. Recall 
t h a t  th i s  is t h e  best objective function value of t h e  dua l  
problem. In addition t o  t h e  mechanism described i n  
Section 3 t o  improve t h e  lower bound,  we atterript  another  
mechanism based upon t h e  fact  t h a t  t h e  se t  of possible 
objective function values for (IP) is discrete (equal t o  t h e  
number of 0-D pairs using t h e  most congested link divided 
by t h e  link capac i ty)  in t h e  experiments.  T h e  fourth 
column gives t h e  best  objective function value for (IP) in 
t h e  number of i t e ra t ions  specified in t h e  seventh column. 
T h e  percentage difference ( /upper-bound - lower-bound] X 
100 / lower-bound) is a n  upper bound on how far t h e  best 
feasible solution found is from a n  optirnal solution. T h e  
sixth column provides t h e  C P U  t imes  (in seconds) which 
include t h e  t ime t o  inpu t  t h e  problem parameters .  Table  1 
shows t h a t  t h e  MUR a lgor i thm is efficient and  effective in 
finding near-optimal solutions. For  every tes t  problem 
(networks with up  to 61 nodes), t h e  a lgor i thm determines a 
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solution t h a t  is within a few percent of an  opt imal  solution 
in less t h a n  2 minutes  of C P U  t ime on a SUN SPARC 490. 

Another set  of experiments were performed to compare the  
MUR algori thm with t h e  minimum hop rout ing (MHR) 
algorithm. In t h e  MHR,  for each 0 - D  pair a pa th  was found 
with the  fewest number of links (ties were broken at 
random).  In order  to make the  experiments realistic, we 
chose many real network topologies. T h e  ten network 
topologies used in t h e  tes t  problems a re  shown in 1151. Wi th  
t h e  exceptions of t h e  RING and  t h e  O C T  being fictitious, 
t h e  other  eight topologies have been practically 
implemented. T h e  link capacities for each tes t  network a re  
assumed t o  be the  same (homogeneous networks). T h e  mean 
traffic demand for each 0 - D  pair in each of t h e  tes t  
networks is assumed t o  be 1 packet  per second. For  the 
purpose of i l lustrat ion,  we use t h e  maximal aggregate link 
flow instead of t h e  maximal link utilization factor as  the 
performance measure (these two  measures a re  equivalent lor 
homogeneous networks). 

A comparison of t h e  performance of t he  MUR algori thm 
with the  performance of t h e  MHR algori thm is reported in 
Tab le  2. T h e  second column specifies t he  average node 
degree 1L V i  for each of t h e  networks. This  is a measure 
of t h e  richness of t he  network topology or the  number of 
pa ths  between each user pair. T h e  third column reports  
ZMuR (in packets  per second), t he  best primal objective 
function value found by t h e  MUR algorithm. T h e  fourth 
column reports  Z M H R  (in packets  per second) which is t h e  
objective function value found by applying a MHR 
algorithm. T h e  fifth column gives the  percentage 
improvement of t h e  MUR over the  MHR. 

T h e  results in Tab le  2 show t h a t  using t h e  MUR algorithm 
results in an  improvement in the  maximum link utilizaticsn. 
T h e  range of improvements  is from 16.67% t o  75.00%. In 
addi t ion,  t h e  improvement  in the  maximum link utilization 
factor is highly correlated with t h e  richness of t he  network 
topology. In comparing columns 2 and  5, one observes t h a t  
t he  improvement  is greater  when t h e  average nodal degree 
is high. Th i s  is due t o  t h e  fact t h a t  for a network with a 
high nodal degree (and more pa ths  with a small number of 
hops) t he  MUR algori thm has  more flexibility in choosing 
good paths .  Another  observation from Tab le  2 is t h a t  5 o u t  
of 10 test  problems were solved optimally by the h4UR 
algorithm. The  opt imal i ty  was verified by t h e  coincidence 
of t he  upper and  lower bounds. 

We next show by a n  example t h a t  t he  minimax criterion ( a  
linear performance measure) can  serve as a good surrogate  
for other  performance cr i ter ia  which may be complicat,ed, if 
known, functions of aggregate flows. Lin and YeeI"1 
considered t h e  vir tual  circuit rout ing problem where t h e  
objective is to minimize the  average packet  delay. In their 
formulation, each link was modeled as an  M/M/l  queue. 
We repeated t h e  set  of experiments reported in Table  1 and  
used t h e  final rout ing assignments (obtained by applying 
the  MUR algori thm) t o  calculate t h e  average acket  delay, 
using the  performance measure in Lin and  Yeer15i. We then 
implement Lin and  Yee's a lgori thm to calculate lower 
bounds on t h e  minimum average packet  delay (their 
algorithm provides both upper and  lower bounds), which 
were used t o  evaluate  t h e  qual i ty  of t h e  minimax criterion. 

We report  t h e  result in Tab le  3. T h e  third column s h o w  
the  average packet  delay DMUR which is obtained by usimg 
the  rout ing assignment determined by the  MUR algori thm. 
T h e  fourth column gives lower bounds on t h e  minimum 
average packet delay DLB (using t h e  lower bounding scheme 
in Lin and  Yeell'I). T h e  fifth column shows the  percentage 
difference between columns three and  four. 

F rom an  inspection of Tab le  3, t h e  minimax utiliza.tion 
criterion is a very good surrogate  for t he  objective of 
minimizing t h e  average packet  delay. T h e  rout ing decisions 
made by the  MUR algori thm a re  within 2% of an opt imal  

2. 

3. 

solution where the  objective function is t h e  minimization of 
the  average packet  delay. 

5. Implementat ion Issues 

Network rout ing protocols a re  either left t o  t h e  specific vendor 
implementation t . g . ,  X.25) or specified in s t anda rds  (e.g., SS71'el 
and  SMDS ISSI 71 ). Therefore, once the  rout ing protocol has 
been defined and  implemented, it is difficult t o  improve t h e  
network performance by changing the  underlying routing 
procedure (i.e., rout ing procedure change requires vendor 
software and  possibly hardware adjustments) .  In addi t ion,  a s  we 
have mentioned, t h e  networks with single-path rout ing service 
implemented today largely use "static" rout ing algorithms. The  
rout ing tables  a re  not updated according t o  current  network 
traffic levels which simplifies t he  design, however, a t  t h e  expense 
of performance. As described below, the  "quasi-static'' h4UR 
algori thm discussed in this  paper can be used t o  improve the  
performance of any  existing "static" rout ing procedure without 
t he  costly vendor equipment changes. 

T h e  MUR computat ion described in Section 3 can be performed 
centrally, for example, in a network o erat ions suppor t  system 
(OSS) such as the  INPLANSm system~'1. Raw network traffic 
measurements a re  collected and  sent  t o  t h e  OSS for d a t a  
processing (val idat ing and  aggregating) and  performing the  
rout ing computat ion.  T h e  traffic d a t a  required for t he  MUR 
algori thm is t he  point-to-point traffic dernand for each 0 - D  pair 
in the  network. However, most network switching equipment does 
not  collect t h e  point-to-point traffic loads. Therefore, estimation 
of t he  point-to-point traffic loadsl'@l needs to be performed based 
on the  available switch and  link measurements. T h e  principal 
idea of t he  estimation method for point-to-point traffic loads 
from link measurements is t h e  Moore-Penrose pseudo-inverselmI. 
The  pseudo-inverse scheme has been proven t o  provide the  
opt imal  es t imate  in t e rm of t he  variance of estimation errors. 
However, it is possible t h a t  some of t h e  aggregate link flows are  
underestimated when t h e  above opt imal  es t imate  of end-to-end 
traffic requirements a re  used and  the  rout ing assignments are  
changed. One conservative estimation scheme is proposed below. 
The  basic idea is t o  calculate t he  maximum value of each point- 
to-point traffic requirement subject  t o  the  aggregate link flow 
information (and perhaps o the r  information to increase the  
estimation accuracy, e.g. t he  to t a l  external  traffic requirement to 
each switch). Then the  aggregate  link flows, given any  routing 
assignment, will not be underest imated.  For  each 0 - D  pair, t he  
problem is formulated a s  a linear programming problem. 
Unfortunately,  no special s t ruc tu re  of t he  linear programming 
problem has been identified so t h a t  more efficient algorithms 
t h a n  the  simplex method can be appl ied.  Nevertheless, since t h e  
basic idea is t o  ob ta in  worst case est imates ,  one may apply t h e  
Lagrangean relaxation technique t o  efficiently calculate t ight  
upper bounds on t h e  opt imal  objective function value. 

T h e  est imated point-to-point demands a re  used a s  inpu t  t o  t h e  
MUR computat ion for obtaining the  near-optimal routing 
decisions. These decisions a re  then used t o  upda te  the  rout ing 
tables  maintained in the  switches. Depending on the  desirable 
performance, t h e  whole process described above can be 
implemented on different t ime scale such a s  every 5 minutes, 30 
minutes, hourly, etc. This ,  of course, also depends on the  traffic 
d a t a  collection schedules. For  longer t e rm operat ions such a s  
daily or weekly, t h e  point-to-point demands may need t o  be 
t rended before they a re  used for rout ing computat ion t o  account  
for t he  demand forecasts. Figure 1 depicts a process for 
imp le men t i  ng the  lLlUR pr oc ed U re. 

6. Summary 
In th i s  paper ,  we propose a near-optimal quasi-static MUR 
algori thm in networks with single-path rout ing and  multicasting 

INPLANS is a trademark of Bellcore. 
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services. We formulate t h e  problem a s  a n  integer programming 
problem where t h e  objective is t o  minimize t h e  maximum link 
utilization factor.  A number of advantages  of using the  minimax 
criterion a re  discussed. 

T h e  basic approach to t h e  algorithm development is Lagrangean 
relaxation. Since the  proposed algorithm does not require t o  be 
perrormed i n  real  t ime, t h e  computational complexity is not a 
major concern a s  long as it is reasonable. In the  computational 
experiments, t h e  proposed algorithm was  able to determine 
solutions t h a t  a re  within a few percent of a n  optimal solution for 
networks with up t o  61 nodes in 2 minutes of C P U  time of a SUN 
SPARC 490 server. 

T h e  proposed MUR algorithm is compared with the  MHR 
algorithm. T h e  performance measure is t h e  maximum l i n k  
utilization factor.  Ten  network topologies, most of which have 
been practically implemented, a re  used in this se t  of experiments. 
T h e  results show t h a t  using t h e  MUR algorithm results in 
significant improvement in t h e  maximum link utilization over 
t h e  minimum hop routing scheme. T h e  range of improvements is 
from 16.67% t o  75.00%. In addition, t h e  improvement in the  
maximum link uti l ization factor is highly correlated with the  
richness of the  network topology. We also show t h a t  the routing 
decisions made by t h e  MUR are  within 2% of an optimal solution 
where the  objec is t o  minimize t h e  average packet delay. 

A number of issues involved i n  implementing t h e  MUR algorithm 
are discussed. T h e  routing computation and  the  eventual routing 
table updates of the  proposed algorithm can be realized through 
centralized OSS. T h e  major issue in implementing the  algorithm 
is to obta in  point-to-point traffic requirements. A method for 
calculating conservative point-to-point load estimates from 
available switch traffic measurements is proposed and  currently 
under s tudy .  
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T a b l e  1. Summary  of computa t iona l  results of the MUR 
algorithm 
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t Opt imal  solution was found. 

T a b l e  ?. Comparison of the  maximal link utilization obtained 
by the  MUR algorithm and  by the  MHR algorithm 

T a b l e  3. Average packet delay obtained by using the  routing 
assignments determined by t h e  MUR algorithrri 
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Figure 1. An implementation process for the proposed muting algorithm 
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