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Abstract—How to apply timely and effective defense strategies 
against attackers while maximizing system survivability is a 
critical issue for a defender. This paper mathematically models 
attack and defense scenarios, using various defensive 
mechanisms during both the planning and defending stages 
and under quality of service constraints. This model 
incorporates high degrees of randomness, as attackers are 
assumed to have incomplete information. Given such non-
deterministic problems, this paper identifies the appropriate 
time for applying defense in depth or resource concentration 
strategy.  

Keywords: Network Survivability; Defense Strategies; 
Mathematical Programming; Incomplete Information;  

I. INTRODUCTION 

The losses caused by cyber-attacks are a critical issue for 
business enterprises. In State of Enterprise Security [1], the 
authors note that the top costs of cyber-attacks include lost 
productivity, lost revenue and the loss of customer trust. 
Similarly, the 2011 Global State of Information Security 
Survey [2] also listed financial losses, theft of intellectual 
property, and a compromised brand or reputation as the top 
three consequences of cyber-attacks. 

The first step in discussing cyber-attack-and-defense is to 
determine how to measure the defensive status of a given 
system. There are many ideal metrics within the existing 
literature that are widely used to describe system status, for 
example, survivability, availability, reliability and 
dependability. In this work, we focus specifically on 
survivability for measuring network systems. We adopt the 
definition from [3] and define survivability as “the capability 
of a system to fulfill its mission, in a timely manner, in the 
presence of attacks, failures, or accidents, where system is 
defined in the broadest possible sense, including networks 
and large-scale systems of systems.” In this way, our adopted 
definition not only follows a system perspective, but also a 
service perfective which focuses on maintaining the quality 
of service. 

Maintaining a focus on service is important because 
while defending against malicious attacks, the defender must 
maintain provided services smoothly. In other words, the 
defender must not only protect the system, but also 
simultaneously serve legitimate users at a certain level of 
QoS (Quality of Service). Therefore, survivability is an ideal 
metric for judging defensive capabilities. 

In our previous network attack and defense studies, 
models are often configured so that attackers can 
compromise target nodes only if their spent resources are 
greater than the defensive resources deployed on nodes. 
However, such models are too simple to reflect real world 
scenarios since it is deterministic. One solution to this 
problem is to adopt the contest success function. In [4], the 
contest success function is applied from economics to 
determine each player’s probability of winning as a function 
of all players’ efforts. The form of the contest success 

function is 
m

m m

T

T t
 where T and t denote resources that each 

player has invested respectively, and m denotes contest 
intensity. In [5] and [6], the authors adopt the contest success 
function for network attack and defense scenarios, where T 
refers to resources that the attacker spends on the target node 
and t stands for the defensive resources deployed on the 
same node. In this work, the contest success function is also 
utilized for determining the probability of an attacker 
successfully compromising one node. 

Defenders often act reactively in network attack and 
defense scenarios. However, as technology progresses, 
defense solutions are no longer bounded by general defense 
resources such as firewalls or IPS (Intrusion Prevention 
System). Now, there are also mechanisms like dynamic 
topology reconfiguration [7] [8], cloud computing security 
services (i.e. Security as a Service, SaaS) [9] [10], and attack 
signatures that help grant immunity to certain types of 
attacks. 

Moreover, as cloud computing increases in popularity, 
virtualization techniques have garnered more attention. 
Many defense solutions are developed based on these 
technologies, such as the Virtual Machine Monitor Intrusion 
Prevention System (VMM-IPS), which is an intrusion 
prevention system embedded in the VMM that controls all 
corresponding virtual machines [11] [12].  

However, time and improved techniques have not only 
resulted in improved defenses, but also improved attacks. 
Attack tools and equipment have continually evolved not 
only in quantity but also quality. Before launching an attack, 
attackers spend a certain portion of their budget to acquire 
attack tools as preparation. This includes buying ready-made 
tools, reconstructing tools based on ready-made examples, 
and self-development projects. Intuitively, buying ready-
made tools costs less since attackers can spend less time 
configuring them. However, they are also easily blocked by 
security tools such as intrusion prevention systems, since the 



signatures of the ready-made tools may already be well 
known. Furthermore, ready-made tools tend to be lower in 
quality than self-developed alternatives. Higher-quality 
attack tools often more effectively utilize the full budget of 
an attacker. 

Obtaining attack tools allows an attacker to launch an 
attack, however in most cases; attackers do not have 
complete information regarding the target network, like the 
exact location of core nodes and defense configuration. They 
can only collect information during an attack. The 
incomplete information assumption makes the attack-defense 
scenario more realistic but raises the difficulty in solving the 
problem. As a result, much previous research must assume 
that attackers have perfect knowledge regarding target 
networks [5] [6] [13]. 

Although the defender can apply diverse defense 
mechanisms, some of these solutions have negative effects 
on the quality of service. For instance, dynamic topology 
reconfiguration may increase the number of hops (i.e., 
intermediate nodes) that legitimate users experience. 
Therefore, defenders must deliberately apply defense 
strategies to minimize the attackers’ success probability. 

For defense resource allocation, there are two well-
known strategies defenders can apply: resource 
concentration and defense in depth strategy. However, these 
strategies are not universal. It is extremely important to 
determine under what conditions resource concentration or 
defense in depth strategy perform better in terms of 
survivability. 

Given these problems, this paper provides several 
contributions to the existing literature. It first examines the 
robustness of grid, random, and scale free networks. It then 
identifies the proper time and conditions for resource 
concentration and defense in depth strategies, as well as 
considers various attack/defense mechanisms and the quality 
of service constraints within attack and defense scenarios. 
Lastly, it provides a more realistic attack scenario by 
assuming that attackers have incomplete information on the 
target network. 

II. RELATED WORK 

As mentioned above, the determination of whether an 
attacker compromises a node is based on the contest success 
function, originating from economics. The major 
characteristic of this function is contest intensity. As an 
exponent, the value significantly influences the result. 
According to previous research [14] [15], the different values 
of contest intensity reflect distinct real world battle scenarios. 
When contest intensity lies from 0 1m  , it represents 
“fight to win or die” circumstances. With respect to 
1 m   , it stands for the effectiveness of resources each 
player invested is exponentially increasing since contest 
intensity is the exponent of contest success function. When 
m  , it depicts “winner takes all” circumstance. 

In most attack and defense scenario studies, researchers 
either consider few defense mechanisms in a simple system 
or assume the attacker has complete information on the 
target network [5] [6] [13]. For example, in [5], the authors 

propose an optimal distribution of defense resources in a 
series system, rather than a network topology. Regarding [6], 
the authors assume that the defender only has one single 
object that can be destroyed by the attacker. Such an 
assumption is not suitable for the service-providing scenario 
considered in this work, since it results in poor quality of 
service. Lastly, with [13], the authors assume the attacker has 
complete information on the target network and that the 
attacker collects every detail of the defense configuration 
before launching their assault. 

The defense mechanisms considered in this work are all 
referenced from either academic or practical domains. For 
instance, in [4] and [5], the authors apply the concept of 
rotating servers to improve system survivability. Extending 
this ideal, with the help of the Security Operation Center 
(SOC), the defender is capable of dynamically regulating the 
network’s topology, such as the connections between nodes. 
Once there is a detected compromised node, the defender can 
filter out the traffic sourced from that node. Here, this kind 
of defense strategy is denoted as “Dynamic Topology 
Reconfiguration.” Although this technique is effective in 
stalling attackers, it may severely jeopardize the quality of 
service. Therefore, a defender should carefully consider their 
options before applying this defense mechanism. 

Other options involve virtualization techniques, which 
allow underlying physical resources to be shared between 
different Virtual Machines (VMs). The firmware that 
provides this virtualization is called a Virtual Machine 
Monitor (VMM). Since all access to hardware resources 
must go through the VMM, it becomes an ideal place to 
implement the Intrusion Prevention System (IPS) [11] [12] 
[16]. Therefore, the term VMM-IPS denotes an intrusion 
prevention system constructed within a VMM, protecting all 
VMs governed by the same VMM. For instance, a VMM can 
filter out malicious traffic to protect the system. However, 
this kind of mechanism, called local defense, may also result 
in false positives that filter out legitimate users. Therefore, it 
is assumed that there is a certain probability that this local 
defense service has a negative effect on quality of service. 

Furthermore, while under attack using a VMM, the 
defender is able to request from a third party security service 
provider the signature of the attack. Once the signature is 
updated, all VMs and VMMs are immune to this particular 
attack. Nevertheless, because the VMM has total control of 
its VMs, compromising the VMM is the same as 
compromising all the VMs governed by it. 

In addition to the signature, the concept of service 
oriented perspective is increasingly popular within the 
security domain. Providers are gradually preferring to 
perform security services remotely rather than selling local 
products. For example, in [17], the provider performs 
different levels of traffic inspection and filtering services 
from a cloud environment. Nonetheless, similar to local 
defense services, there are still chances that false positives 
will occur. Thus it is assumed that there is a certain 
probability that this strategy will still jeopardize QoS. 



III. PROBLEM FORMULATION 

A. Problem Description 

In order to improve network survivability, the defender 
allocates finite resources on nodes during the planning phase, 
including installing a virtualization environment, setting up 
cloud security service software and establishing the VMM-
IPS. While under attack, the defender is capable of 
immediately applying some defense strategies, such as 
requesting an attack signature, under quality of service 
constraints.  

The defender may be an enterprise or a government 
administrator, and there are several core nodes providing 
services with different priorities. The detailed assumptions 
are listed in table 1. 

TABLE I: PROBLEM ASSUMPTIONS 
1. There are multiple core nodes and services in the network.
2. Each core node can provide only one specific service. 
3. Each service has different weight determined by the defender.
4. There is a Security Operation Center (SOC) governing the network.
5. The defender has perfect knowledge of network and can allocate 

resources or adopt defense solutions by the SOC. 
6. Attackers only have incomplete information about the network.
7. Whether a node is compromised or not is determined by the revised

contest success function. 
8. Only malicious nodal attacks are considered. 

 
For attackers, each carries a distinct budget, capability 

and aggressiveness that match a general distribution. While 
selecting the next candidate to compromise, attackers depend 
on the situation at the moment to adopt corresponding 
criteria. According to [18], the authors propose several attack 
strategies, most of which are implemented in the attackers’ 
selecting criteria which is used to choose next victim to 
compromise. 

B. Mathematical Formulation 

Based on the problem description, a corresponding 
mathematical formulation is proposed. The given parameters 
are listed in table 2, and the decision variables are presented 
in table 3. Since the previously discussed scenario is non-
deterministic and involves significant amounts of 
randomness, it is quite difficult to formulate purely using 
mathematics. Consequently, the proposed model includes 
verbal notations, which are listed in table 4. 

 
TABLE II: GIVEN PARAMETERS 

Given Parameters 
Notation Description 

N  The index set of all nodes 
C  The index set of all core nodes 

L  The index set of all links 

M  The index set of all level of virtual machine monitors (VMMs)

H  The index set of all level of cloud security services

S  The index set of all kinds of services 

Q  The index set of all candidate nodes equipped with cloud 
security agent 

B  The defender’s total budget 

E  All possible defense configurations, including defense 
resources allocations and defending strategies 

Z  
All possible attacker categories, including attacker attributes, 
corresponding strategies and transition rules 

ijA


 An attack configuration, including the attributes, 

corresponding strategies and transition rules of the attacker 
launches jth attack on ith service, where i∈S, 1≤ j ≤  

iF  The total attacking times on ith service for all attackers, where 
i∈S

w The cost of constructing one intermediate node
o The cost of constructing one core node 
p The cost of constructing each virtual machine (VM)

ik  The maximum number of virtual machines on VMM level i, 
where i∈M

i  The weight of ith service, where i∈S 

c The cost of setting a cloud security agent to one node

d  The ratio of defense enhanced on VMs and VMM when local 
defense is activated

ir  The ratio of defense enhanced by applying level i cloud 
security services, where i∈H 

 
TABLE III: DECISION VARIABLES 

Decision Variables 
Notation Description 

iD


 A defense configuration, including defense resource 
allocation and defending strategies on ith service, where i∈S 

( , )ij i ijT D A
   1 if the attacker can achieve his goal successfully, and 0 

otherwise, where i∈S, 1≤ j ≤  

in The general defense resource allocated to node i, where i∈N 

e The total number of intermediate nodes 

qij 
The capacity of direct link between node i and j, where i∈N,
j∈N 

il  The number of VMs and level i VMM purchased, where 
i∈M

( )iv l  The cost of constructing a level i VMM with li VMs, where
i∈M

xi
1 if node i is equipped with the cloud security agent, 0 
otherwise, where i∈N

BNL The budget of constructing nodes and links 
Bgeneral The budget of general defense resource 
Bspecial The budget of special defense resources 

Bvirtualization The budget of virtualization 
Bcloud agent The budget of equipping cloud agents 

 
TABLE IV: VERBAL NOTATIONS 

Verbal Notations 
Notation Description 

icoreG  Residual loading of each core node i, where i∈C 

ilinkU Link i utilization, where i∈L 

Keffect Negative effect caused by applying flawed signature

Ieffect

 Negative effect caused by applying dynamic topology 
reconfiguration

Jeffect Negative effect caused by applying flawed local defense
Peffect Negative effect caused by applying cloud security service

Otocore 
The number of hops that legitimate users experienced from 
one of the edge nodes to core nodes 

Y  The total compromise events 
Wthreshold The predefined QoS threshold 

Wfinal The final QoS level at the end of an attack 
( )W 

 

defense  
The total defense resource of the shortest path from detected 
compromised nodes to one core node divided by total defense 
resource

hops The minimum number of hops from detected compromised 
nodes to one core node divided by the maximum number of 
hops from attacker’s starting point to one core node 

degree  The link degree of one core node divided by the maximum 
link degree among all nodes in the topology 

ipriority
s The priority of service i divided by the highest priority of 

service in the network, where i∈S 

threshold  
The risk threshold of core nodes 



( )   
The risk status of each core node which is the aggregation of 
defense resource, number of hops, link degree and service 
priority 

 
The objective function (IP 1) stands for the defender’s 

objective, which is to minimize the weighted service 
compromise probability by effectively adjusting the defense 
configuration. Evidently, any defense configuration that the 
defender applies should come out of all possible defense 
configurations; the corresponding constraint is (IP 1.1). 
Alternatively, (IP 1.2) represents a similar ideal for the 
attackers’ side. (IP 1.3) means that the link capacity must be 
a positive quantity. 

(IP 1.4) ~ (IP 1.9) jointly describe that the cost of 
constructing nodes, links, virtual machines, cloud security 
agents and deploying general defense resources during the 
planning phase should not violate budget limitations. (IP 
1.10) ~ (IP 1.14) are integral and numerical constraints. 

 
Objective Function: 

 
1

( , )
i

i

F

i ij i ij
i S j

D

i i
i S

T D A

min
F





 



 
 

 



 




 

 
(IP 1) 

 
Constraints: 

iD E
  

i S   (IP 1.1) 

ijA Z
  

,1 k
k S

i S j F


   
 (IP 1.2) 

0ijq   ,i j N   (IP 1.3) 

NL general specialB B B B     (IP 1.4) 

virtualization cloudagent specialB B B   (IP 1.5) 

( )

2

ij
i N j N

NL

g q

w e o C B     
   (IP 1.6) 

i general
i N

n B



 

 (IP 1.7) 

( )i i i virtualization
i M i M

v l p l k B
 

      

 
 (IP 1.8) 

i cloudagent
i N

x c B


 
 

 (IP 1.9) 

( ) 0ijg q   
,i j N   (IP 1.10) 

0in   
i N   (IP 1.11) 

( ) 0iv l   
i M   (IP 1.12) 

0e    (IP 1.13) 

0  1ix or  
i N   (IP 1.14) 

 
Verbal constraints :

  

1
[ ( , , , , , , )] 

,   ,  
i j

Y

core link effect effect effect effect tocorey
threshold

W G U K I J P O dy
W where i C j L

Y
   
  

(IP 1.15) 

final thresholdW W  (IP 1.16) 

The total cost of applying defending phase solutions 
must not violate budget limitation 

(IP 1.17) 

( , , , ) ,   
i

defense hops degree thresholdpriority
s where i S      .

 
(IP 1.18) 

 
Beyond those constraints that are well-modeled 

mathematically, there are still some constraints that must be 
described verbally. (IP 1.17) refers to the budget constraint 
of the defense phase. While adopting any defense solution, 

the defender must consider related budget limitations. (IP 
1.18) describes how all defending phase solutions are 
activated only if the risk level is higher than a predefined 
threshold. 

IV. COMPUTATIONAL EXPERIMENTS 

A. Simulation Environment 

All simulations are programmed in the C language. The 
system parameters are listed in table 5. The evaluation times 
for each attack and defense scenario are determined by 
simulations, which are presented in the next section. 

For defender-related parameters, grid, random and scale 
free topologies are applied to network types. The 
constructing algorithms of random and scale free networks 
are cited from [19] and [20]. The remaining parameters are 
presented in table 6. 

For attacker-related parameters, three important attributes 
are considered, including total budget, capability, and 
aggressiveness. All of these attributes shown in table 7 are 
determined by a general distribution. In the following 
simulations, a normal distribution is applied for deciding the 
value of each attribute. 

TABLE V. SYSTEM PARAMETERS 
Parameter Value 
Compiler GNU GCC
Evaluation Times for each 
Attack and Defense Scenario 70,000 

 
TABLE VI: DEFENDER PARAMETERS  

Parameter Value 
Topology Type Grid, Random, Scale-Free
Topology Scale Small Medium
Number of Nodes 9 25
Number of Service(s) 1 2
Number of Total Core Node(s) 1 3
Total Budget for Network 
Construction and defense 500,000 1,000,000 

 
TABLE VII: ATTACKER PARAMETERS 

Parameter Value 
Total Budget Normal distribution with boundary (300,000 ~ 1,500,000)
Capability Normal distribution with boundary (0 ~ 1)
Aggressiveness Normal distribution with boundary (0 ~ 1)

B. Simulation Results 

1) Convergence 
In this work, the convergence of data is considered as the 

numerical stability. While the magnitude of data vibrations is 
within the acceptable interval, for example, 0.2%, the 
corresponding number of simulation times is set to be the 
evaluation times for each attack and defense scenario. 

For each simulation, the horizontal axis represents the 
evaluation time, and the vertical axis stands for the network 
system compromise probability, which is the objective 
function of the proposed mathematical model. Figure 1 
demonstrates that when the attack and defense scenario takes 
place on a 9 node grid network, the contest intensity equals 2. 
The fluctuation of the network compromise probability is 
less than 0.2% when evaluation times exceed 69,000. Based 
on this result, the evaluation time for each attack and defense 
scenario is determined to be 70,000. 



Figure 1. Convergence experiment on a 9 nodes grid network 
 

2) Influence of Contest Intensity and Aggressiveness 
As mentioned in the problem description, the contest 

intensity greatly influences the nature of an attack and 
defense scenario. However, there is no obvious trend for 
system compromise probability through different values of 
contest intensity [5] [6]. 

The result of these simulations is consistent with 
previous research [5], [6]. In figure 2, a 9 nodes scale free 
network is taken for example. As the value of contest 
intensity increases, the system compromise probability does 
not show an increasing or decreasing trend. Instead, the 
compromise probability is low when contest intensity equals 
0.5 and 1.5. While the intensity is 1 and 2, the probability is 
high. 

Figure 2. Influence of contest intensity on a 9 nodes scale-free network 
 
However, if the influences of contest intensity and 

attacker aggressiveness are jointly considered, there are some 
interesting results that must be explained. As shown in figure 
3, the attack and defense scenario is constructed on a 25 
nodes grid network. If attacker aggressiveness is determined 
by a normal distribution with lower boundary 0.1 and upper 
boundary 0.9, there is no trend on compromise probability. 
Nevertheless, if the normal distribution of attacker 
aggressiveness is bounded by 0.1 ~ 0.5 or 0.5 ~ 0.9, there are 
obvious trends. 

For the lower interval of attacker aggressiveness, the 
system compromise probability shows a decreasing trend 
through the value of contest intensity from 0.5 to 2. With 
regard to the higher interval of attacker aggressiveness, the 
compromise probability displays an increasing tendency. 

Figure 3. Influence of contest intensity and aggressiveness on a 25 nodes 
grid network 

 
The same results can be observed in scale free and 

random networks. Corresponding data is shown in figure 4 
and 5. 

This result is because once the attacker determines 
his/her aggressiveness to a certain node, the corresponding 
cost can be calculated by the contest success function. With 
different values of contest intensity, the cost that one attacker 
must spend for compromising each node is distinct. In other 
words, when the value of contest intensity increases, the cost 
of compromising one node for a certain attacker 
exponentially decreases. 

Figure 4. Influence of contest intensity and aggressiveness on a 25 nodes 
scale-free network 

 

Figure 5. Influence of contest intensity and aggressiveness on a 25 nodes 
random network 

 
Therefore, when the value of contest intensity is small, 

attackers with a high value of aggressiveness must spend a 
large portion of their budget to compromise every target. 
More specifically, attackers with high aggressiveness will 



exhaust their budget at an early stage. They consume more 
resources to compromise fewer nodes with high success 
probability. Consequently, the system compromise 
probability is low. 

In contrast, when the value of contest intensity is large, 
the cost of compromising each node for attackers with a high 
degree of aggressiveness is far lower than the scenario with a 
small value of contest intensity. Hence, even for attackers 
with high degrees of aggressiveness, the cost of 
compromising the whole system is affordable. 

For attackers with low levels of aggressiveness, the 
system compromise probability is higher when the degree of 
contest intensity is small. Although these attackers may 
suffer from many attack failures and have to compromise 
again, the total attack cost is still lower than attackers with a 
high value of aggressiveness. 

V. DISCUSSION OF RESULTS 

 Defense in depth strategy is advantageous for 
defenders facing less aggressive attackers with “fight to win 
or die” circumstances 

Less aggressive attackers tend to spend small amounts of 
resources on compromising their target nodes. They prefer 
opportunism; failure in compromising intermediated nodes is 
acceptable. Spending large amounts of resources for 
compromising targets is not a proper strategy for such 
attackers. 

While under “fight to win or die” circumstances (i.e., 
contest intensity is small [14]), the effectiveness of defensive 
resources exponentially decreases. Thus, a resource 
concentration strategy results in poor survivability. 

Therefore, for the defender facing less aggressive 
attackers with “fight to win or die” circumstances, a defense 
in depth strategy maintains a better degree of survivability 
than resource concentration strategies. 

 
 Resource concentration strategy is advantageous 
for defense against aggressive attackers with “winner takes 
all” circumstances 

Aggressive attackers tend to spend large amounts of 
resources to compromise their target nodes with high success 
probability. They prefer pragmatism. A one-shot 
compromise of the targeted node is an ideal strategy. 
Spending fewer resources for each attack and accepting risk 
or failure is not acceptable for this attack type. 

With “winner takes all” circumstances (i.e., contest 
intensity is large [15]), the effectiveness of defense resource 
is significant. The performance of resource concentration 
strategy is better than defense in depth strategy. 

Hence, for the defender facing aggressive attackers with 
winner takes all circumstances, concentrating finite defense 
resources on a few important nodes is a better strategy for 
achieving higher survivability. 

VI. CONCLUSION AND FUTURE WORK 

In summary, the degree of randomness involved in the 
problem discussed above creates a non-deterministic 
situation, for which various defense mechanisms are 
considered. This paper successfully models the problem as a 

mathematical formulation. Further, through the simulation 
results, effective defense strategies are provided to the 
defender. For future work, other types of defense 
mechanisms and attributes may be considered to increase the 
robustness of the modeled scenario. 
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