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Abstract-Previous studies for CDMA admission control ignored 
traflic asymmetry analysis in  both uplink and downlink. In this 
paper, we propose an admission control-based performance 
management framework for uplink and downlink connection in 
integrated voiceldata CDMA systems. Based upon reserved 
channels (guard channels), the prioritized admission control 
problem is formulated as a performance optimization model. The 
objective is to minimize handoff forced termination probability. 
For solving the- optimization problem, iteration-based 
Lagrangean relaxation approach is applied. This work provides 
both short-term and real-time admission control for updating 
system parameters and resource management, respectively. 

Kepvords- adaptive performmice manogemen!; admirsion control; 
CDMA; Lagrangean relawlion; r?afJc usymmeny 

1. INTRODUCTiON 

Demand for wireless communications and lntemet 
applications is continuously growing. Due to the advantages in 
user capacity and soft handoff, code division multiple access 
(CDMA) has been proposed as the major multiple-access 
technique for the third generation (3G) wireless systems. To 
support multiple classes of traffic/service, each traffic class is 
distinguished from others by its data rate and required quality 
of service (QoS). 3G systems provide a high-capacity mobile 
communications service. 

Capacity analysis of previous researches has been 
conducted for the uplink connection [ 1][2][3][4], because the 
non-orthogonality leads to the limited capacity is in the uplink 
[5]. However, asymmetric lntemet traffic has increased and 
power allocation in a downlink is an imponant issue. In terms 
of power control, since the downlink capacity for a base station 
(BS) is limited by the maximum transmit power, which is a 
common resource to be shared by all mobile stations (MSs), a 
MS requiring a large fraction of this power could reduce the 
overall capacity. Theoretically, capacity is unbalanced on the 
downlink and uplinks. A number of reasons are identified [6] 
to show capacity is the downlink bottleneck, including traffic 
demands, handoff issuc, interferences, antenna diversity. 

Soft handoff is another characteristic in CDMA. During a 
soft handoff, the MS maintains simultaneous connections with 

more than one BS. The MS is allocated a downlink channel at 
each BS, and the information transmitted on each channel is 
the same. The MS performs diversity combining of the 
downlink paths, regardless of their origin. 

Rejection of a soft handoff calls results in forced 
termination of an ongoing service. Thus, no matter what kind 
of service classes, soft handoff calls are more important than 
new call requests. There have been many studies regarding 
efficient call admission control (CAC) schemes that give 
priority to handoff calls over new calls, and can be classified 
into two groups. The first type reserves channels for handoff 
requests, and the second type queues handoff call requests 
waiting for available channels. Channel reservation scheme is 
useful since it gives priority to handoff requests, but it reduces 
handoff failure (forced termination) probability at the expense 
of a higher new call blocking probability. However, these 
studies ignored asymmetry traffic [ 1][7][8]. 

In consideration of performance management in 3G 
systems, adaptive admission control is dynamically monitoring 
system pattem in such a way to provide variable data control 
[8]. Therefore, each admitted service is guaranteed good 
performance while at the same time the system is operated at 
its maximum capacity. In this paper, we propose an admission 
control model for both uplink and downlink connection in 
integrated voiceidata CDMA system, which supports traffic 
asymmetry with different QoS requirements on data rates and 
received signal-to-interference ratio (SIR). Based upon 
reserved channels (guard channels), the prioritized admission 
control problem is formulated as an optimization model. The 
objective is to minimize the handoff forced termination 
probability subject to new call blocking probability. The 
remainder of this paper is organized as follows. Section I1 
describes the admission connol problem and the concept of 
admission control-based adaptive performance management. In 
Section Ill, we illustrate relative issues for both uplink and 
downlink CDMA admission control, and propose prioritized 
admission control model in mathematical formulation. Section 
IV presents solution approach for optimal admission control 
model. Finally, the paper is concluded with Section V. 
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11. ADMISSION CONTROL PROBLEM OF CDMA NETWORKS 

A.  Previoirs Researches 
Generally, call requests can be categorized into both real 

new calls that are initiated in original BSs and handoff calls 
that are coming from adjacent BSs. Three CAC cases are 
presented to analyze voice only revenue contributions, 1) real 
new users are considered, they are admitted or rejected in its 
homing base station [9]; 2) only real new users are also 
considered, but they are admitted, rehomed to adjacent cells, or 
rejected [IO]; 3) both real new calls and existing calls are taken 
into account, and forced handoff of existing calls can be 
conducted to optimally contribute overall revenue [I I]. 
However? integrated voiceidata service is a basic requirement 
in 3G systems. Even many studies focused on this issue, they 
provide no comprehensive model. Handoff call is not dealt 
with [2][4], without consideration of traffic asymmetry [3][4]. 
Besides, be more generic, giving priority to handoff calls, 
asymmetric traffic (both uplink and downlink) analysis, and 
heterogeneous service among BSs should be taken into account. 

B. Admission Control-based Adaptive Performance 
Management 
In consideration of performance management in 3G 

wireless networks, Lindemann et al. [SI proposed an adaptive 
performance management framework to improvemcnt 
bandwidth utilization. The basic idea is to dynamically 
adjusting the packet scheduler and admission controller by 
means of a performance management information base (P- 
MIB). In this research, we propose an admission control-based 
adaptive performance management framework in Figure I ,  
which is built in base station controller (BSC). There are three 
modules: performance optimization (admission control based), 
online performance monitoring, adaptive performance 
servicing. 

1) Performance optimization module: This consists of an 
admission control optimization model which is described in 
Section 111-D. Based on system settings (thresholds and 
parameters), arriving call requests are regulated to optimize 
performance measures (described in Section Ill-C). The detail 
of admission control architecture is illustrated in Figure 2; it 
admits call requests by channel management, in which guard 
channels C,” are reversed for bandoff calls with higher priority, 

while ordinaly channels C; are shared by all class types. 

2) Online performance monitoring module: This module 
investigates the system pattern, including bit error rate (BER) 
of all class traffics, and channel utilization etc., in such a way 
to identifymg performance bottlenecks. Tuning parameters in 
the servicing module to enhance the performance or resource 
relocation is needed otherwise. For example, capacity 
augmentation and expansion are prevalent approaches. 

3) Adaptive performance servicing module: to optimal 
resource management, this module by to adjust system 
parameters, including QoS (E&,) thresholds for both links and 
a number of class traffics, fraction of reserved channels for 
handoff call requests. Alternatively, these updated parameters 
can be applied to real-time resource management for 
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Figure I .  Adaptive performance management framework. 
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Figure 2.  Admission control architecture. 

dynamically adjusting data rates from released available 
resources. 

Considering heterogeneous traffic demands in urban versus 
rural area, and irregular variations on demands, the parameters 
would he tuned weekly or monthly. For ongoing calls 
performance management, service level (data rate) can he 
promoted or degraded in terms of available resources released 
or granted, respectively. Changing service level is in seconds. 
In summary, this framework provides short-term and real-time 
admission control for updating system parameters and resource 
(data ratelchannel) management, respectively. 

111. PRIORITIZED ADMISSION CONTROL SUPPORTING 
ASYMMETRY TRAFFIC 

A .  Traflc Model and Sop Handoff 
In this paper, we focus on voice and data traffics as well 

as new and handoff call requests. All service traffics are 
generated in Poisson arrival process with A,“ and A,D for voice 
and data calls in BS j, respectively. Total traffic load in BS j 
is Aj = A; + Ay . By the way, both A;: and A: consists of new 

and handoff calls A; = A;.” +Ay and AD i ,  =AD.” +A,?” . 
Total new and handoff call in BS j is 
A: = Ay + A,D,” and Ay = A;,” + A,D.” , respectively. 

Alternatively, in consideration of handoff call loading, it 
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is in proportion to adjacent BS ,Ij [7]. Be more realistic, for 
example, considering user soft handoff between two nearest 
BSs in cell 0 and cell I. User f in cell 0 enters soft handoff 
when the received strength of the pilot from cell 1 @],) is 
greater than that from cell 0 Q0,) minus AdB . The soft handoff 
status remains until pi; exceeds poi plus AdB . Assume that in 
the soft handoff phase the two base stations transmit to the 
user with the same fraction @j,of the BS j power [13]. We 

combine [7][13] works to determine Ay. 

B. SIR Models 
In CDMA environmcnts, since all uses communicate at the 

same time and same frequency, each user's transmission power 
is regarded as a part of other users' interference. Thus, CDMA 
is a kind of power-constrained or interference-limited system. 
With perfect power control Bnd the interference-dominated 
system, we ignore background noise (N,)). Let W, and W, he 
the system bandwidth for uplink and downlink, respectively. 
Let df and d,D be the data rate of class-s for uplink and 

downlink, respectivcly. Dccision variable z;;' is 1 if class-s's 
type y call of MS f is admitted by BS j or 0 otherwise. 

I) Uplink SIR model: We assume that uplink power is 
perfectly controlled, it assure the received power at the BS is 
the same for all MSs. The number of class-s's new and handoff 
calls in BS j are n;.''' = z,,,z;;" and PI:,'' = x t s r z J ; H  , 
respectively. Denote the received uplink power in BS by 
service class-s. Intracellular interference in uplink with respect 
to class-s is given by (I), where ay is uplink class-s activity 
factor. 

For intercellular interference, total received power from 
other cells is given by (2), and denotes D,, distance from MS f 
toBSj.ThisideastemsfromEq.(15)in[12]. 

The received SIR of service class-s at BS j is given by 

where 0' is the uplink orthogonality factor. 

2) Downlink SIR model: In downlink case, there is 
constraint on BS's total transmit power instead of individual 
MS. BS power is divided among the MSs communicating with 

Figure 3. Downlink interferences representation by @,, 

the BS and the overhead signals. Increasing the BS power 
increase the power per connection. Let <1 and L,! he the total 
transmitted power from BS j and path loss from BS j to MS I ,  
respectively. For a specific MS /, its received power 4 from 

MS j is given by (4), where @j,(zcsr@>,zI, =I,Vjjc B )  is the 

fraction of power transmitted to MS f from MS j ,L{ ,  = D; .,y,, , 
I is path loss exponent [12]. 

(4) 

Furthermore, applying 0, and z,, , both downlink 

intracellular interference I:,"" and intercellular interference 
I f , ,  can be by given by ( 5 )  and (6),  respectively. 

By integrating (4)-(6), we get the received SIR at MS / in 
(7), where 0; is the downlink orthogonality factor for MS I. 

Reducing the uplink data rate d,D leads to higher processing 
gain which decreases power requirements. This results in 
reduced BS power and interferences. As a result, forward link 
capacity will increase. 

In order to represent and by both @,, and zj ,  , we 
show that by example in Figure 3. There are three BSs with 
five distributed MSs. The service condition of MSs is 
expressed by (P), in which the array element zj ,  is 1 if MS f 

serviced by BS j or 0 otherwise. From which. we get array of in 
(9). Some@,, are illustrated by solid-line with @,,io, dash-line 

with @,, =O with respect to z,, . 
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z j r =  1 0 1 1 1 (8)  I: I : 1 :J 
6 ,  412 0 0 "'j 

(9) 4% 0 @221 w, $25 

0 0 0 0 A, 

C. Performance Measrrre 
Admission control is based on SIR measurement. 

However, providing guaranteed QoS for ongoing calls is more 
important than admitting new call requests. Based on SIR 
threshold, if we give priority to new calls, the forced 
termination of ongoing calls degrades service level. Due to the 
sofl handoff advantage in CDMA system, we would like to 
focus on minimization of handoff call forced termination 
(blocking) probability subject to given new call blocking 
probability. Channel reservation scheme is useful since it 
gives priority to handoff requests. The reserved 
Cg (= [C, . L ]  , a ceiling function) channels among 

C) channels available in BS ; are referred to as the guard 

channels, where h. is a reserved ratio of C, and is be 

determined. The remaining C; (= C, - Cf ) channels, called 
the ordinary channels, are shared by both calls [1][7][8]. When 
a new call attempt is generated in BS j ,  i t  is blocked if the 
number of free channels is less than or equal to C,". Then the 
blocking probabilities of new and handoff calls in the BS; are 
given by (IO) and (11) [I], respectively. 

B N ,  (A;, A: ,Cy, C," ) = 

(A,)" /c; !+(A,)" e'' (A;)c/(cg +c)  
(10) e=, 

E,"=, (A, )c /c  !+ (2, )? E': <=I (a: )c/(c; + c )  

BH, (A; ,A;, c,", c,;) = 

To minimize the handoff call forced termination 
probability, the weighted probability is given by 

z,p = w,BH, (A; ,A,H,c;,cf) (12) 

where w, = A,H/x,E8A: . 

and data calls. Each of calls fits into call type set Y, including 
real new call and handoff call. Decision variable 2;;' is I if 
class-s's type y call of M S  f is admitted by BS; or 0 otherwise. 
The overall performance optimization problem is (IP) in terms 
of admission control. The ObJectlve is to minimize handoff 
forced termination probability subject to new call blocking 
probability. 

S.1. 

SIR constraint for uplink and downlink is (13) and (14), 
respectively. Constraints (1 5 )  and ( 1  6 )  are to ensure available 
channel for handoff and new calls, respectively. Denote 6;;' 
indication function is 1 if MS 1 initiates class-s's typey call in 
MS;, or 0 otherwise. Constraint (17) is to guarantee only one 
of call types is admitted for MS. M S  can be serviced in the 
coverage of BS by (18), where R, and D,, is the power 
transmission radius and the distance to MS. Constraint (19) 
implies a call can be admitted only if the call is initiated. 
Constraint (20) decides if handoff call is initiated by a 
threshold AdB =E,  described in Section 111-B. The threshold 

,B, of new call blocking probability in BS j is also given in 
(21). Prioritized admission control is shown in (22) by giving 
higher priority to handoff calls. Power transmission constraint 
is given in (23). Finally, constraint (24) ensures integral 
property. 

IV. MODEL SOLUTION 

D. Prioritized Admission Con fro1 Modeling A .  Lagrangean Relaxation Approach 
Based on discussions, we consider overall system Applying Lagrangean relaxation method is described in 

[15] [16]. Problem (IP) is transferred to be a dual problem (D) consisting of B BSs and T MSs with service class set S, voice 
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by relaxing m complicating constraints, then multiply the 
relaxed constraints with corresponding Lagrangean multipliers 
vector V=(v,, vI,. . , . . .vJ, and add them to the primal objective 
function. According to the weak Lagrangean duality theorem 
[ 151, for any V 2 0 , the objective value of 2, ( V )  is a lower 
bound of ZIP. Thus, the following dual problem (D) is 
constructed to calculate the tightest lower bound by adjusting 
multipliers. 

subject to: V t 0 .  Then, subgradient method [ 171 is applied to 
solving the dual problem. Let the vector S is a subgradient of 
Z,(V) at V 2 0 . In iteration k of subgradient optimization 
procedure, the multiplier vector x is updated by 
zi+l = zk + / * s k  , in which t X  is a step size determined by 

1‘ = 1(Z; ,  -ZD(zk)) / l lSA 112, where Z;, is an upper bound on 

the primal objective function value after iteration k, and 1 is a 
constant where 0 5 A 5 2 .  

E. Reul-time Resource Managernent 
1) Real-time rationale of Lagrangean relaxation: Based upon 

Lagrangean relaxation approach, a predefined time budget, e.g. 
I O  seconds of time period for real-time requirement, is given to 
solving Lagrangean dual problem and getting primal feasible 
solutions iteratively. Number of iterations is depended on the 
time budget. On the other hand, initial values of Lagrangean 
multipliers and upper hound affect solution quality on 
algorithm convergence. If we appropriately assign initial values, 
algorithm will be speeded up to converge in stead of more 
iterations are required. 

Z ,  = maxZ,(V) (D) 

2) Algorithm: 

Step 1: Generate number users arrived in the consecutive 
time periods. 

Step 2: Apply Lagrangean relaxation procedure to solve 
problem (IP) for each time period 
Step 2.1: Set initial values of multipliers, for each 

Step 2.2: Solve Lagrangean dual problem (D) for 

Step 2.3: Get primal feasible solutions for upper 

Step 2.3: Update bounds and multiplier vectorz. 
Step 2.4: Compute ZIP. 
Step 2.5: Iterate steps 2.1 to 2.4 until solution gap 

Lagrangean procedure. 

lower bound. 

bound in considering relaxed constraints. 

converge or time budget expire otherwise. 
Step 3: Analyze performance measure. 
Step 4: Iterate steps 2 and 3, until end of predefined 

number oftime periods are experimented. 

V. CONCLUSIONS 
This paper proposes a prioritized admission control model 

to supporting asymmetry traffic in integrated voiceldata 
CDMA systems. We jointly consider uplinkldownlink, 

newlhandoff calls. Based on the admission control, we also 
construct an adaptive resource management framework to 
achieve overall performance optimization. For solving the 
optimization problem, iteratiombased Lagrangean relaxation 
approach is applied. This work provides short-term and real- 
time admission control for updating system parameters and 
resource (data ratelchannel) management, respectively. Other 
two modules (online performance monitoring, adaptive 
performance servicing) and numerical analysis will be 
specified in the future work. 
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