
A Tree-based Energy-Efficient Algorithm for Data-Centric Wireless Sensor
Networks

Yean-Fu Wen, Frank Yeong-Sung Lin, and Wen-Cheng Kuo
Department of Information Management, National Taiwan University

Department of Information Management, China University of Technology
{d89002,yslin,r93039}@im.ntu.edu.tw

Abstract

The nature of wireless sensor networks make them suit-
able for a great variety of applications, especially over wide
areas, or in remote or hostile locations; however, such en-
vironments make battery capacity an especially important
concern, where replacing or recharging of batteries is in-
feasible for one reason or another. Battery capacity restric-
tions on highly energy-constrained sensor networks can be
mitigated, by adopting data-aggregation techniques and by
managing the scheduling of nodes. These effectively reduce
the overall amount of data transmitted, thereby conserv-
ing energy. In this paper, we address the construction of
energy-efficient data-aggregation trees, an NP-problem, in
different rounds of communication, seeking to maximize the
lifetime of heterogeneous sensor networks. This problem is
subject to constraints on such networks: battery capacity,
data-sensing scheduling, and round calculation. We derive
a near-optimal primal feasible solution using Lagrangean
Relaxation. The experimental results show that our pro-
posed algorithm outperforms similar algorithms.

1. Introduction

Wireless sensor networks (WSNs) provide many advan-
tages to researchers who seek to monitor environmental
data. Data collection is facilitated by these networks, and
is possible in even remote and hostile environments where
humans cannot venture.

Sensor nodes in a WSN are designated to monitor some
events of interest. Sensor nodes are typically deployed to
constitute a field of sensors. Environmental data, such as
temperature, is sensed by a sensor node. The data is col-
lected and then transmitted to a sink node, for further pro-
cessing, as shown in Figure 1. Each sensor node, or source
node, within the sensing range produces data.

Several factors should be taken into account when de-

signing wireless sensor networks (WSNs), such as cover-
age [4] and lifetime [2] [3] [8] [10] [12] [17] [18]. The
battery capacity of sensors is fixed, and it is often infeasible
to recharge the batteries due to remote deployment, so the
power consumption is rapidly by operations. Therefore, an
issue fundamental to WSNs is extending the network life-
time. In this paper, the lifetime is defined as the number of
rounds until the information about the occurrence of any of
events cannot be delivered to the sink node.

WSNs are primarily used for two applications, event-
driven and query-based. In a periodic WSN, all source
nodes periodically sense the events and report the sensed
data to the sink node; in a query-based WSN, users can at
any time request information from a sensor node. In both
event-driven and query-based models, when a specific event
occurs, the raw data is collected and processed before relay-
ing it to the sink node with query instructions. During the
processing, duplicate and useless data is abandoned. The
source nodes are responsible for collecting the raw data, and
the intermediate nodes are responsible for aggregating and
transmitting it to the sink node through a reverse multicast
tree where multiple source nodes transmit data to the sink
node. This process is called data-centric routing [11].

Data aggregation is the key to efficient data-centric rout-
ing. By aggregating the data from different source nodes,
duplicate information can be eliminated; thus, the total
number of transmissions can be reduced. By adopting data
aggregation, we can achieve energy-efficient transmission
[2] [5] [8] [9] [18]. However, the construction of this type
of data- aggregation tree has been proven to be NP-complete
[2] [6], which signifies that general algorithms cannot pro-
vide optimal solution to the problem. Krishnamachari et al.
[2] devised three aggregation heuristics, namely, the Short-
est Paths Tree (SPT), Center at Nearest Source (CNS), and
the Greedy Incremental Tree (GIT) to sub-optimally solve
the problem. In this paper, we have proposed a means,
based on an approach determined by Lagrangean Relax-
ation (LR), by which more efficient feasible solutions using
a tree-based algorithm may be gained.
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Power consumption has a great impact on the system
lifetime of WSNs. Therefore, many researchers have fo-
cused on designing routing algorithms to reduce power
consumption. For more about query-based WSNs where
the sensor nodes transmit data traffic through the aggre-
gation tree to the sink node in a round, see [5] [10] [12]
[16]. In order to maximize the total number of rounds, the
source nodes in these WSNs construct appropriate aggrega-
tion trees that send the sensed data to the sink node each
round.

Figure 1. An example in which event data col-
lected by sensor nodes is transmitted along
routing paths to a sink node.

In [12], linear programming was used to solve the prob-
lem, whereas in [10], Prim’s algorithm was adopted, which
determines as the data-aggregation tree a minimum cost
spanning tree. From these and our previous work [7], the
basic tree-based concept is extended. After a predefined
number of rounds, the source nodes reconstruct, as a new
data-aggregation tree, the spanning tree with the minimum
cost. When constructing the aggregation tree, the cost, or
weight, is the remaining battery power of sensor nodes. For
a sensor, the greater its weight, the greater the probability
that it will be selected as an intermediate node. By adopt-
ing the remaining battery power concept, the sensitivity of
sensor nodes to the spanning tree is improved.

Relevant to our work, in [16], the authors proposed a
chain-based protocol, Power-Efficient Gathering in Sensor
Information System (PEGASIS), in order to extend system
lifetime. This algorithm, which operates by means of a
greedy method, constructs a chain by which information is
transmitted.

In this paper, a meaningful mathematical formulation of
WSNs is essential. Through the mathematical model, we
can understand the theoretical bounds of the performance,
and the impact of different input parameters, such as the

number of nodes, topology, and battery capacity level [1].
We implement an optimization-based model for WSNs in
which a network topology is constructed and aggregation
routing is assigned. Seeking to maximize the numbers of
executing rounds of the trees, we use an LR-based approach
that obtains a near-optimal solution. For the purposes of this
model, we take into consideration data sensing scheduling,
data aggregation and battery capacity constraints.

The remainder of the paper is organized as follows. Pre-
sented in the next section is a mixed-integer nonlinear pro-
gramming formulation of the tree-based data centric rout-
ing problem, which includes the assignment of data sensing
schedules and data-aggregation routing. In Section 3, our
LR-based approach is outlined. In Section 4, the heuristic
for obtaining primal feasible solutions to the problem is ad-
dressed. In Section 5, computational results are reported.
Finally, in Section 6, our conclusions are presented.

2. Problem formulation

In this paper, we consider heterogeneous sensor net-
works consisting of data source nodes and communication
nodes in which sensors are randomly scattered over the area
of interest. The locations of the sensors are fixed and known
by the sink node a priori. The sink node is assumed to have
an inexhaustible supply of energy. The battery capacity of
sensors is given to be highly energy-constrained. Environ-
mental events are periodically sensed by the source nodes.
Each of these events is sensed by only one source node, in
order to decrease energy consumption.

At the beginning of each round, the sink node instructs
the source nodes to sense the environmental conditions as
well as broadcasting the routing information to all nodes. In
a round of communication, environmental data aggregated
by the communication nodes is relayed to the sink node.
Subsequently, the data is transmitted by the source nodes to
the sink node over the data-aggregation tree.

We seek to determine a routing scheme which maximizes
the number of successful data transmission. The follow-
ing decision variables are relevant to determination of such
routing schemes: (i) decisions about which source nodes
wake up to sense the environment in each round, (ii) se-
lection of the routing for data-aggregation for each round,
(iii) the number of times that each tree may be used. The
problem description is summarized on next page.

The objective problem of ZIP is the maximization of
the total number of rounds for each given data-aggregation
tree. The number of rounds that tree t is used is denoted
as θt (θt ∈ {0, 1, 2 · · · ,Mt}. In each round, the data is
transmitted via a tree t.

ZIP = max
∑
t∈T

θt (IP)
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Problem Assumption:
· Heterogeneous WSNs;
· Fixed sensing range and fixed transmission range;
· Bi-directional links;
· Error-free transmission within the transmission radius; and
· The location of each sensor node is known by the sink node.

Given:
· The network topology, which includes the set of nodes V and the

set of links L.
· The set of source nodes W ∈ V .
· The set of communication nodes U ∈ V .
· The sink node q.
· The set of data-aggregation trees T , rooted at the sink node.
· The set of candidate paths Pw from the source node w to the

sink node. Note that we are interested in determining only one
path for each source node w. That path can be determined by the
proposed algorithm. Thus, it is not necessary for the set of all
candidate paths to be determined or initially listed.

· The initial battery level Cw for each node w, evaluated by residual
power (nJ).

· The sensing, transmission, and receiving costs for each link with
respect to the energy consumption rates Em, Es, and Er (nJ).

· The energy required for the broadcast of the routing information
from the sink nodes to all nodes, denoted as Eq (nJ).

· The total number of rounds R.
· The set of events Ξ.

Object:
To maximize the number of event transmission rounds.

Subject to the following constraints:
· Data sensing scheduling: each event must be monitored by at least

one source node. That event data must be transmitted to the sink
node;

· Tree: the routing paths for the source nodes and links on the paths
are constructed as an aggregation tree;

· The battery capacity: the total energy consumption of a node can-
not exceed its initial energy level; and

· The maximum number of rounds: must be calculated based on
the battery capacity.

To determine:
· The wake up time of each source node and communication node;
· Which tree t is selected to transmit sensed data to the sink node

in the round r;
· A routing path and links from a source node to that sink node; and
· The maximum number of rounds that the network may continue

functioning.

The objective function is subjected to (1)-(12), described
as the following constraints.
(a) Backhaul selection constraints

The indicator function eϑw is 1 if the event ϑ is in the
coverage of the source node w, otherwise 0. For each event
in the coverage of source node w, it is necessary to be
sensed by one waking source node w in round r (denoted
by 0-1 decision variable πwr = 1) as shown in (1).∑

w∈W

πwrewϑ = 1, ∀ϑ ∈ Ξ; r ∈ R (1)

(b) The path constraint
For each waked source node w in round r, it has to select

a path to transmit sensed data to the sink node. Let xpr be
a 0-1 decision variable to denote whether a path is selected
in the round r. xpr is equal to 1 if the path p is selected to
transmit sensed data; otherwise 0. Then, the constraint is
formulated as:∑

p∈Pw

xpr = πwr, ∀w ∈ W ; r ∈ R (2)

It requires that if one path is selected for the source node
w in round r, it must also be on the sub-tree adopted by the
source node w. Here, the 0-1 decision variable φur is set to
1 if the communication node u is awake in the round r, and
0 otherwise.

∑
p∈Pw

xprγpu ≤ φur, ∀u ∈ V ; w ∈ W ; r ∈ R (3)

where γpu is the indicator function which is 1 if relay node
u is on the path p and 0 otherwise.
(c) The link constraints

It requires that if one path is selected for the source node
w in round r, it must also be on the sub-tree adopted by the
source node w. An 0-1 decision variable yr(u,v) is set to 1
if link (u, v) is used in round r, and 0 otherwise.

∑
p∈Pw

xprδp(u,v) ≤ yr(u,v), ∀(u, v) ∈ L; w ∈ W ; r ∈ R

(4)
where δp(u,v) denotes the indicator function which is 1 if
the link (u, v) is on the path p and 0 otherwise.

We select at most one outgoing link of node in round r.∑
v∈V

yr(u,v) ≤ 1, ∀u ∈ V ; r ∈ R (5)

We select exactly one outgoing link of the source node
in round r. Here, the decision variable πwr equal to 1 if the
data source node w is awake in the round r, and 0 otherwise.

πwr ≤
∑
v∈U

yr(w,v), ∀w ∈ W ; r ∈ R (6)

The number of selected incoming links (u, q) of the sink
node in round r must be larger than 1.∑

u∈V

yr(u,q) ≥ 1, ∀r ∈ R (7)

(d) The battery capacity constraints
For each communication node w, the total receiving and

communication power consumption can not exceed its ini-
tial energy level.
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∑
r∈R

Eq +
∑
r∈R

πwr (Em + Es) ≤ Cw, ∀w ∈ W (8)

For each source node w, the total sensing and communi-
cation power consumption can not exceed its initial energy
level.

∑
r∈R

Eq +
∑
r∈R

φur (Er + Es) ≤ Cu, ∀u ∈ U (9)

(e) The numbers of trees calculation constraints
It requires that the sub-tree adopted by any source node

w be a subset of the shared spanning tree. This shared span-
ning tree is selected to be shared by the source nodes. Here,
the 0-1 decision variable ztr is denoted whether a tree t is
selected or not. It is equal to 1 if the tree t is selected to
transmit the sensed data to the sink node in the round r, and
0 otherwise.

yr(u,v) ≤
∑
t∈T

σt(u,v)ztr ∀(u, v) ∈ L; r ∈ R (10)

where σt(u,v) is an indicator function which is 1 if the link
(u, v) is on the tree t, and 0 otherwise.

In round r, a tree must be selected to transmit data to the
sink node. The constraint is formulated as:∑

t∈T

ztr = 1 ∀r ∈ R (11)

Accordingly, the total number of rounds θt that tree t is
used to transmit data to the sink node is calculated as:∑

r∈R

ztr ≤ θt, ∀t ∈ T (12)

3. The LR-based Approach

Adopting a LR-based approach [13] [14] [15], by relax-
ing Constraints (3), (4), (6), (8), (9), and (10) into the ob-
jective function (IP), it is transformed into a LR problem.
As a convention, we first multiply the objective function of
the primal problem by negative one and transform it into a
minimization problem. For a vector of non-negative multi-
pliers, the resulting LR problem is as follows:

ZLR

(
µ1

rwu, µ2
rwuv, µ3

rw, µ4
w, µ5

u, µ6
ruv

)

= min

{
−
∑
t∈T

(θt)+

∑
r∈R

∑
w∈W

∑
u∈U

µ1
rwu(

∑
p∈Pw

xprγpu − φur)+

∑
r∈R

∑
w∈W

∑
(u,v)∈L

µ2
rwuv


∑

p∈Pw

xprδp(u,v) − yr(u,v)


+

∑
r∈R

∑
w∈W

µ3
rw(πwr −

∑
v∈U

yr(w,v))+

∑
w∈W

µ4
w(
∑
r∈R

Eq +
∑
r∈R

πwr (Em + Es) − Cw)+

∑
u∈U

µ5
u(
∑
r∈R

Eq +
∑
r∈R

φur (ER + Es) − Cu)+

∑
r∈R

∑
(u,v)∈L

µ6
ruv

(
yr(u,v) −

∑
t∈T

σt(u,v)ztr

)


Subject to: (1), (2), (5), (7), (11), and (12).
This LR problem can be decomposed into four sub-

problems, each of which is independent, related to decision
variables. Descriptions of and algorithms for each of these
four sub-problems are presented in the Appendix. Once a
solution has been determined for each of the sub-problems,
the solution to the LR problem may be determined, which
establishes a lower bound (LB). The value of the follow-up
primal feasible solution gives us an upper bound (UB). The
distance between the tightest LB and the UB, computed by
(UB −LB)/LB ∗ 100%, gives the degree of optimality of
the problem solution.

We employ the subgradient method [13], one of the
most popular methods used to solve the Lagrangean
dual problem (D). Let the decision variable vectors
(xpr, θur, yr(u,v), πwr, ztr, and θt) be the subgradients of
ZD. Iteration k + 1, determined by updating multiplier
vector, πk =

(
µ1

rwu, µ2
rwuv, µ3

rw, µ4
w, µ5

u, µ6
ruv

)
using

πk+1 = πk + tkgk. The step size tk is determined by

tk = κ ·(Zh
IP − ZD(πk))

/∥∥gk
∥∥2

, where Zh
IP is the primal

objective function value for a heuristic solution (an upper
bound of ZIP ), and is a constant, 0 < κ ≤ 2.
The Lagrangean dual problem (D) is

ZD = max ZLR

(
µ1

rwu, µ2
rwuv, µ3

rw, µ4
w, µ5

u, µ6
ruv

)
(D)

subject to

µ1
rwu, µ2

rwuv, µ3
rw, µ4

w, µ5
u, µ6

ruv ≥ 0 (13)

4. Obtaining the Primal Feasible Solution

Data-aggregation trees, which aggregate and transmit
data to sink nodes, are determined by an LR-based algo-
rithm (LRA), is constructed by means of the solutions to
the sub-problems (SUB1) and (SUB3) presented in the Ap-
pendix. Of the candidate data-aggregation trees, designated
ztr and πwr, redundant trees are eliminated from the set
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of trees. The total amount of energy consumed by a data-
aggregation tree gives its cost; initially, the aggregation tree
with the lowest cost is used. After the battery in a node has
become entirely depleted of energy, to ensure the delivery
of all data by an alternate route, a substitute tree is selected
from the set of candidate trees. When all candidate trees
have become exhausted, a data-aggregation tree based on
the remaining energy of nodes is reconstructed to transmit
data. The procedures of this heuristic are shown as follows.
The complete LRA is shown in Algorithm 1.
Step 1 We construct the candidate trees according to the decision

variables ztr and πwr .
Step 2 We sort the candidate trees in ascending order according

to the costs of the trees, determined by energy consumption.
Step 3 We select an aggregation tree, which satisfied all con-

straints, from the set of candidate trees and calculate the en-
ergy consumption of nodes. Repeat Step 3 until no trees are
connected cause by any node energy exhausted.

Step 4 We reconstruct an aggregation tree based on the remain-
ing energy of nodes and use it to transmit information. Then,
we calculate the energy consumption of nodes. Repeat Step 4
until we can not find any aggregation tree.

Step 5 Finally, we obtain the maximum number of communica-
tion rounds.

5. Evaluation and Experimental Results

We conducted several experiments, controlling for dif-
ferent parameters to evaluate the solution quality of our ap-
proach. Each event is covered by some source nodes and
one of them senses and transmits the information to the sink
node in each round of communication. We varied the num-
ber of source nodes and communication nodes that were
used in the construction of a network. In the grid network
experimental conditions, the nodes were deployed in a grid,
a regularly spaced topology. In the random network exper-
imental conditions, the nodes were deployed randomly, i.e.
the sensors were randomly scattered over the area of inter-
est.

Using LR, we determined a gap (%) that allowed us to
compare our approach with Power Efficient Data gathering
and Aggregation Protocol (PEDAP) algorithm and Power
Efficient Data gathering and Aggregation Protocol-Power
Aware (PEDAP-PA) algorithm.

We simulated the networks using a program written in
C++. The test platform was a PC with Pentium 4 2.4G
CPU and 512MB DRAM. We executed our program on
Windows 2000. Table 1 shows the experimental results for
grid topologies; Table 2, for random topologies. In these
two tables, ”Zdu” denotes the Lagrangean dual solution
value. ”ZIP ” denotes the objective value obtained from
LRA. ”Gap”, calculated by (ZIP −Zdu)/ZIP ∗100%, is
used to evaluate our solution quality. ”Imp. Ratio” is used
to compare the LRA with the existing algorithms. ”Imp.

Algorithm 1 LRA
1: Initialize Lagrangean multiplier vector(

µ1
rwu, µ2

rwuv, µ3
rw, µ4

w, µ5
u, µ6

ruv

)
to be zero vec-

tors;
2: UB = an arbitrary large number;
3: LB = 0;
4: improve counter = 0; {used to count the number of

iterations in which LB or UB has not improved.}
5: κ = 2; {κ is a constant, described in Section 3.}
6: for iteration = 1 to Max Iteration Number {a

bound on the number of iterations of the LR proce-
dures.} do

7: Run subproblem (SUB1)−(SUB4) {shown in Ap-
pendix.}

8: Calculate ZLR() to get LB, denoted by ZLR; {ZD

denotes the current maximum LB.}
9: if ZLR > ZD then

10: ZD = ZLR;
11: improve counter = 0; {LB is updated if LB is

greater than ZD.}
12: else
13: improve counter = improve counter + 1;
14: end if
15: if improve counter = Improve Threshold then
16: improvecounter = 0;
17: κ = κ/2; {the parameters of Lagrangean dual pro-

cedures are adjusted}
18: RUN Getting primal feasible heuristic to get ub;

{shown in Section 4.}
19: end if
20: if ub < UB then
21: UB = ub;
22: end if
23: RUN update-step-size();
24: RUN update-Lagrangean-multiplier();
25: end for
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Table 1. Evaluation (gap and improvement ratios) of proposed algorithm in grid networks with differ-
ent number of nodes and data source nodes.

No. of Nodes Events No. of Source Nodes Zdu ZIP Gap(%) PEDAP Impr. Ratio 1(%) PEDAP-PA Imp. Ratio 2(%)

16
1 2 90.49 86 5.22 49 43.02 47 45.35
2 5 81.35 80 1.68 43 46.25 43 46.25

25
1 2 98.77 92 7.36 47 48.91 46 50.00
2 5 86.54 82 5.54 42 48.78 39 52.44
4 10 88.25 82 7.63 42 48.78 33 59.76

36
1 2 112.67 108 4.33 61 43.52 46 57.41
2 5 89.53 84 6.58 49 41.67 46 45.24
4 10 91.99 84 9.51 27 67.86 45 46.43

49

1 2 85.77 81 5.89 48 40.74 48 40.74
2 5 86.87 81 7.24 48 40.74 48 40.74
4 10 63.04 63 0.06 36 42.86 36 42.86
8 20 48.19 44 9.52 36 18.18 36 18.18

64

1 2 89.98 85 5.86 45 47.06 39 54.12
2 5 90.64 85 6.63 45 47.06 39 54.12
4 10 92.62 85 8.97 45 47.06 40 52.94
8 20 46.28 45 2.83 41 8.89 41 8.89

81

1 2 85.51 80 6.89 53 33.75 54 32.50
2 5 87.00 79 10.13 53 32.91 53 32.91
4 10 83.27 79 5.41 52 34.18 53 32.91
8 20 69.90 61 14.59 52 14.75 53 13.11

Ratio 1” = (ZIP − PEDAP )/ZIP ∗ 100% and ”Imp.
Ratio 2” = (ZIP − PEDAP − PA)/ZIP ∗ 100%.

In Tables 1 and 2, the small gap for our solution is less
than 14.59%. This implies that our solution quality is near
optimal. Moreover, our LR-based algorithm outperforms
other algorithms in different network sizes. We adopted
a dynamic source node concept and the LRA provided us
with a good mechanism with which to find near-optimal se-
lected trees. The improvement ratios indicate significantly
greater energy efficiency for our proposed heuristic, which
exceeded others by 8.89% − 72.64%.

With a fixed network size, as the number of source
nodes increases, the system lifetime shortens. Since the
energy consumers increase, the total energy consumption
increases. However, we observe that the number of rounds
declining trend is not a linear function but a step function, as
shown in Figure 2. That is because some nodes, or articula-
tion points, play an important role in the routing. Once these
nodes are drained of their energy, the network becomes dis-
connected. The lifetime of the system declines if the load
of the articulation points is exceeded, such as occurs when
there is an increase in traffic or a greater number of nodes.

6. Conclusion

In this paper, we address the construction of a data-
aggregation tree in heterogeneous sensor networks, seeking
to maximize the number of event data transmissions in suc-
cessive rounds of communication. In order to maximize the

Figure 2. Evaluation of lifetime (Rounds) in
random network (Number of Nodes = 81)

lifetime of the system, we proposed an approach based on
Lagrangean Relaxation to construct candidate aggregation
trees, carefully allocating traffic according to the round of
communication. We conducted several experiments involv-
ing different network topologies. According to our experi-
mental results, we can claim that our LR-based algorithm is
superior to the PEDAP algorithm by 8.89% to 72.64%, and
to the PEDAP-PA algorithm by 8.89% to 71.7%.
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Table 2. Evaluation (gap and improvement ratios) of proposed algorithm in random networks with
different number of nodes and data source nodes.

No. of Nodes Events No. of Source Nodes Zdu ZIP Gap (%) PEDAP Impr. Ratio 1 (%) PEDAP-PA Imp. Ratio 2 (%)

16
1 2 75.42 71 6.23 34 52.11 39 45.07
2 5 76.54 71 7.80 34 52.11 39 45.07

25
1 2 93.31 89 4.84 50 43.82 51 42.70
2 5 93.52 89 5.08 48 46.07 49 44.94
4 10 87.16 81 7.60 48 40.74 48 40.74

36
1 2 111.20 106 4.91 34 67.92 31 70.75
2 5 111.93 106 5.60 29 72.64 30 71.70
4 10 83.65 79 5.89 29 63.29 30 62.03

49

1 2 83.15 79 5.25 39 50.63 41 48.10
2 5 83.68 79 5.93 39 50.63 41 48.10
4 10 84.92 79 7.49 39 50.63 41 48.10
8 20 74.34 68 9.32 37 45.59 37 45.59

64

1 2 100.22 96 4.40 40 58.33 43 55.21
2 5 99.66 94 6.02 40 57.45 45 52.13
4 10 94.71 89 6.41 40 55.06 43 51.69
8 20 85.15 79 7.79 40 49.37 41 48.10
16 30 86.95 79 10.06 42 46.84 40 49.37

81

1 2 93.16 90 3.52 44 51.11 36 60.00
2 5 93.42 90 3.80 44 51.11 36 60.00
4 10 94.51 90 5.01 43 52.22 33 63.33
8 20 47.04 45 4.52 39 13.33 31 31.11
16 30 47.81 45 6.23 39 13.33 31 31.11
24 40 46.82 45 4.04 39 13.33 31 31.11
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Appendix: Algorithms for the sub-problems

Each of the following four sub-problems, generated from
the problem (LR), is related to decision variables.

Sub-problem (SUB1) is related to the decision variables
xpr and πwr. The objective problem

ZSUB1 =

min




∑
r∈R

∑
w∈W

∑
p∈Pw



∑

u∈U

µ1
rwuγpu+∑

(u,v)∈L

µ2
rwuvδp(u,v)


xpr+

∑
w∈W

∑
r∈R

[
µ3

rw + µ4
w (Em + Es)

]
πwr




(SUB1)
subject to (1) and (2).

The proposed algorithm for (SUB1) is as follows:
Step 1 For each source node w, compute the coefficient(

µ3
rw + µ4

w (Em + Es)
)

for each πwr .
Step 2 If the corresponding coefficient is negative, set πwr to 1;

otherwise, set πwr to 0.
Step 3 If πwr is equal to 1, find the shortest path with nonnegative

arc weights, given by (
∑

u∈U

µ1
rwuγpu +

∑
(u,v)∈L

µ2
rwuvδp(u,v))

by Dijkstra’s algorithm. Step 3 is repeated for all πwr .
The computational complexity of the above algorithm is
O(|V |2).

Sub-problem (SUB2) is related to decision variable
yr(u,v). The objective problem,

ZSUB2 =

min
∑

r∈R




∑
(u,v)∈L

(
µ6

ruv − ∑
w∈W

µ2
rwuv

)
yr(u,v)

− ∑
v∈U

∑
w∈W

µ3
rwyr(w,v)




(SUB2)
subject to (5) and (7).

The proposed algorithm for solving (SUB2) is as fol-
lows:

Step 1 For each link, we compute the coefficient (µ6
ruv −∑

w∈W
µ2

rwuv). If the link is the outgoing link of the
source node, the corresponding coefficient is set to (µ6

ruv −∑
w∈W

µ2
rwuv −∑

w∈W
µ3

wr).
Step 2 For all outgoing links of node, we find the smallest coef-

ficient. If the smallest coefficient is negative then we set the
corresponding yr(u,v) to 1 and the other outgoing links yr(u,v)

to 0, otherwise we set all outgoing link yr(u,v) to 0. Repeat
Step 2 for all nodes.

Step 3 For all incoming links of the sink node, we find the small-
est coefficient and set the corresponding yr(u,v) to 1 and the
other incoming links yr(u,v) to 0.

The computational complexity of the above algorithm is
O(|R||V |2) for each link.

Subproblem (SUB3) (related to decision variables ztr

and θt). The objective function

ZSUB3 = min−
∑
t∈T

θt−
∑
r∈R

∑
t∈T


 ∑

(u,v)∈L

µ6
ruvσt(u,v)ztr




(SUB3)
subject to (11) and (12).

The proposed algorithm for solving (SUB3) is described
as follows:
Step 1 For each ztr , we solve the maximum cost spanning tree

problem with nonnegative arc weights by Prim’s algorithm.
Step 2 We compute the sum of the number of the rounds that each

tree t is used.

The computational complexity of the above algorithm is
O(|V |2) for each tree.

Sub-problem (SUB4) (related to decision variable φur)

ZSUB4 = min
∑
u∈U

∑
r∈R

(
µ5

u (Er + Es) −
∑

w∈W

µ1
rwu

)
φur

(SUB4)
Subject to φur ∈ 0, 1.

This problem can be further decomposed into |U ||R| in-
dependent subproblems, each of which may be solved opti-
mally by a simple algorithm. For each communication node
n in round r, the coefficient (µ5

u (Er + Es)−
∑

w∈W µ1
rwu)

is computed. Then, if the coefficient is negative, φnr is set
to 1; otherwise, φnr is set to 0. The computational com-
plexity is O(|W |) for each communication node.
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