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SUMMARY Quality-of-service (QoS) is essential for multimedia ap-
plications, such as video-conferencing and voice over IP (VoIP) services,
in wireless mesh networks (WMNs). A consequence of many clients ac-
cessing the Internet via the same backhaul is that throughput depends on the
number of hops from the backhaul. This spatial bias problem is formulated
as a mixed-integer nonlinear programming problem that considers end-to-
end delay in terms of gateway selection, least-hop and load-balanced rout-
ing, and link capacity constraints. In this paper, we propose a routing al-
gorithm for the network layer and a bandwidth allocation scheme for the
medium access control (MAC) layer. The latter achieves fairness in both
throughput and end-to-end delay in orthogonal mesh backbone networks
with a distributed scheme, thereby minimizing the objective function. Our
experiment results show that the proposed algorithm achieves throughput
fairness, reduces end-to-end delay, and outperforms other general schemes
and algorithms by at least 10.19%.
key words: delay, fairness, mixed-integer nonlinear programming, perfor-
mance, wireless networks

1. Introduction

It is now possible to access data services anytime, anywhere
via public wireless local area networks (PWLANs), which
provide last-mile connectivity to the Internet at low cost. By
using a mesh network, on the last-hop, such as those used in
Wi-Fi wireless Internet hotspots, the major deployment and
maintenance costs of wired infrastructures can be reduced,
thereby reducing overall ISP costs [3].

In a multi-hop wireless mesh network (WMN), wire-
less nodes access the Internet via backhaul nodes (i.e., in-
coming or outgoing information gateways) that connect to
the Internet via wired lines [10]. As shown in Fig. 1, WMNs
consist of several TAPs (Transient Access Points) [11] and
at least one backhaul facility. The TAPs are responsible for
accepting connection requests from clients and for relaying
data traffic between TAPs. In the WMN architecture, a back-
haul node receives client data traffic by wireless multi-hop
communications through interconnected TAPs. The traffic
is then transmitted over the Internet from the gateway node.

The development of multi-hop communications in
WMNs represents a milestone in wireless communications.
However, some inherent characteristics of WMNs give rise
to certain problems [3], [5], [6], [13], of which one of the
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Fig. 1 A mesh network constructed with a BS-oriented structure con-
necting MDs to a TAP, and an ad hoc structure connecting TAPs to a wired
network with backhauls. Wireless links enable this type of network to cover
a large area.

most important is the issue of fairness [7], [14], [15]. In a
WMN, many clients use the same backhaul to access the
Internet; therefore, the throughput available to each client
depends on the distance between it and the backhaul [11],
[14], [15]. In other words, clients on longer hop paths expe-
rience lower throughput compared to those on shorter hop
paths. Thus, an important topic is the fair allocation of re-
sources to the source node based on the end-to-end delay to
the destination node.

Mobile phones and video phones require guaranteed
quality of service (QoS) because they are extremely sensi-
tive to delay. If a network is well designed and the deploy-
ment of gateway nodes is optimal, mobile devices (MDs)
should be able to access multimedia applications easily be-
cause each device is allocated the appropriate amount of
bandwidth such that the throughput is fair and the end-to-
end delay is balanced.

A number of schemes have been developed to improve
fairness and QoS in WMNs so that they can handle a variety
of applications. Such approaches include: fair service per
flow traffic management based on hierarchically aggregated
fair queuing (HAFQ) [4], top load-balanced forest routing
[15], fair end-to-end bandwidth allocation and scheduling
schemes [1], [7], [14], and a nominal capacity scheme [5].
Our goal is to extend previous research in these areas.

In [1], the author proposed a model that maximizes the
spatial reuse of wireless channel bands. By analyzing the
relationships between contending flows, it was determined
that the end-to-end throughput of multi-hop flows can be
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maximized by minimizing flows that are subject to band-
width allocation constraints. In this paper, we propose a
bandwidth allocation strategy that not only minimizes end-
to-end delay, but also achieves load-balanced routing assign-
ment and throughput fairness.

In [14], the authors proposed a fairness scheme that ad-
dresses the following issues:

• Temporal fairness: Within a collision area, the alloca-
tion of resources can be controlled to ensure that the
channel access time is fair. However, since throughput
is unfair, nodes further away from the backhaul suffer
from a starvation problem [14].
• Spatial bias fairness: Since channel access time is

assigned uniformly on flows, more resources must
be allocated to nodes further away from the destina-
tion. Throughput does not decrease with increased hop
counts, but transmissions from more distant MDs take
an inordinate amount of time to reach the gateway.

The above studies focus on collision areas where links
share the channel frequency, which means that only one
TAP can transmit data at any time. Although the num-
ber of such collision areas can be reduced in orthogonal
WMNs (e.g., the WiMax solution, which uses a different
channel frequency for each directional antenna) by using
an adjustable radius to reduce the over-reach interference
of TAPs deployed in fixed positions, spatial bias still causes
throughput anomalies. As this interference can not be re-
moved completely, it affects the SNR (signal-to-noise ratio)
value, which in turn affects in the channel capacity (C(u,v))
on link (u, v) (u and v denote TAP nodes). To resolve this
problem, we allocate an appropriate backhaul to each TAP
node, and then allocate bandwidth to each link on the rout-
ing path that connects each TAP to the assigned backhaul
node.

To solve the spatial bias problem, we adopt the fair
queuing model with a distributed scheme used in [4]. As the
implementation of bandwidth allocation issues is addressed,
we focus on fair allocation of bandwidth and end-to-end de-
lay issues. Note that, in this paper, the transmission delay is
minimized because the routing path is not pre-determined.

The remainder of the paper is organized as follows. In
the next section, we analyze fairness schemes and provide
examples to illustrate how they resolve fairness and QoS is-
sues. In Sect. 3, we formulate a mixed-integer nonlinear pro-
gramming model that considers end-to-end delay, through-
put fairness, load-balanced routing, and bandwidth assign-
ment. In Sect. 4, we propose an algorithm that obtains good
feasible solutions to the above problems. Section 5 details
the experiment results. Then, in Sect. 6, we present our con-
clusions.

2. Problem Description

In this section, we consider bandwidth allocation schemes
that minimize end-to-end delay, achieve load-balanced rout-
ing assignment, and balance the delay and throughput.

Fig. 2 Tree-based fairness analysis of a WMN topology.

2.1 Fair End-to-End Delay

Fairness issues in WMNs focus on requiring traffic to follow
a uniform distribution so that the assignment of aggregated
flows between MDs and TAPs is balanced. Figure 2 shows a
simple WMN topology in which the link capacity C(u,v) = 1
(where u and v denote TAP nodes).

• Temporal fairness: We consider two temporal fair-
ness issues in networks where no collisions occur in
the transmission area: (i) how to ensure that the trans-
mission time for each link is fair; and (ii) how to en-
sure that the end-to-end transmission time is fair. In
the first case, each link has the same amount of time
to transmit packets to a gateway; therefore, the cycle
time (i.e., the time, usually measured in microseconds
or nanoseconds, between the start of one transmission
to the time when the next transmission can be started)
increases when there is more flow on one link com-
pared to other links, as shown by CASE I in Table 1.
For example, the cycle time of link (2, 1) is 3(= 3/1)
when TAP nodes 2, 4, and 5 have 1 unit of data per unit
of time and the link bandwidth is 1 (i.e., cs(u,v) = 1). As
a result, the maximum end-to-end delay is 4 (= 1 on
link (4,2) plus 3 on link (2,1) for TAP4) and the total
throughput is 4 when the traffic requirement for each
node is 1. In Table 1, d denotes the maximum end-to-
end delay; ts(u,v) denotes the transmission time per unit
of data for TAP node s on link (u, v); ρ denotes the total
throughput; cs(u,v) denotes the amount of bandwidth al-
located to TAP node s on link (u, v); and ρ denotes the
total throughput.
In the second case, each link is allocated the same
amount of bandwidth, but each flow takes only a sin-
gle unit of time per cycle for end-to-end transmission.
CASE II in Table 1 shows the allocation results with
maximum throughput equal to 2.5 (= 1 by TAP2, 1
by TAP3, 0.25 by TAP4, and 0.25 by TAP5) when the
maximum end-to-end delay time d = 3 (= 0.5 on link
(4,2) plus 2 on link (2,1) for TAP4). These results are
the similar to those reports [14], which show that TAPs
further away from the gateway require more hops to
transmit data and more flow to transmit on a link than
those closer to the gateway. Thus, the maximum end-
to-end delay is longer and the throughput is uneven.
• Spatial bias fairness: As noted in Sect. 1, spatial bias is

a major concern in WMNs. To be fair, the end-to-end
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Table 1 Analysis of different fairness schemes in WMNs.

CASE I: Temporal fairness with fair transmission time on each
link.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 1 1 1 1 1 1 d = 4
cs(u,v) 1 1 1 1 1 1

Throughput 1 1 1 1 ρ = 4
CASE II: Temporal fairness with fair end-to-end transmission
time.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 1 1 0.5 0.5 0.5 0.5 d = 3
cs(u,v) 1 1 1 1 1 1

Throughput 1 1 0.25 0.25 ρ = 2.5
CASE III: Non-spatial bias fairness with fair throughput.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 1 1 1 1 1 1 d = 4
cs(u,v) 1 1 1 1 1 1

Throughput 1 1 1 1 ρ = 4
CASE IV: Fair end-to-end transmission time with equal
throughput.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 5 5 2.5 2.5 2.5 5 d = 5
cs(u,v) 0.2 0.2 0.4 0.4 0.4 0.4

Throughput 1 1 1 1 ρ = 4
CASE V: Fair end-to-end transmission time on each link with
equal throughput. The remaining resources are also allocated.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 5 5 5 5 5 5 d = 5
cs(u,v) 0.2 1 0.4 0.4 0.4 0.4

Throughput 1 5 1 1 ρ = 8
CASE VI: Fair end-to-end transmission time and throughput
with variable bandwidth allocation.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 3.731 3.731 1 2.731 1 2.731 d = 3.731
cs(u,v) 0.268 0.268 1 0.366 1 0.366

Throughput 1 1 1 1 ρ = 4
CASE VII: Fair end-to-end transmission time and throughput
with variable bandwidth allocation. The remaining resources
are also allocated.

TAP2 TAP3 TAP4 TAP5
link (2,1) (3,1) (4,2) (2,1) (5,2) (2,1)
ts(u,v) 3.731 3.731 1 2.731 1 2.731 d = 3.731
cs(u,v) 0.268 1 1 0.366 1 0.366

Throughput 1 3.731 1 1 ρ = 6.731

throughput for each subscriber should be equal. How-
ever, as CASE III in Table 1 demonstrates, more dis-
tant MDs take longer to achieve the same throughput
as TAPs that are close to a gateway. Clearly, transmis-
sion times are unfair under this scheme, even in sit-
uations where the system throughput is equal to 2.5
(1 by TAP2, 1 by TAP3, 0.25 by TAP4, and 0.25 by
TAP5) but the maximum end-to-end delay time d =
4(e.g., t4(4,2) = 1/1, t4(2,1) = 1/1. However, the band-
width allocated to TAP2 is 1 and the amount allocated
to TAP5 is also 1, so the cycle time on link (2,1) is 3.

Therefore, for TAP4, d = 1+3 = 4). In this case, nodes
further away, i.e., TAP4 and TAP5, take twice the time
taken by TAP2 or TAP3 to balance the throughput.
• Delay fairness: By allocating the same amount of

bandwidth to each link, the above schemes control the
transmission time or throughput to achieve temporal
fairness and avoid spatial bias. In contrast, we allocate
variable bandwidth by a delay fairness scheme, such
that both throughput and end-to-end delay are fair si-
multaneously. Thus, links with the same amount of
flow are allocated equal bandwidth. CASE IV in Ta-
ble 1 shows that the bandwidth for TAP4 is allocated to
the next two links (i.e., (4,2) and (2,1)), each of which
has 0.4 units of bandwidth; however, the bandwidth is
only 0.2 units on link (2,1) for TAP2 (i.e., the band-
width 1 on the critical link (2,1) is fully allocated to
TAP2 (c2(2,1) = 0.2), TAP4 (c4(2,1) = 0.4), and TAP5
(c5(2,1) = 0.4)). Accordingly, the maximum delay time
d = 5 (derived from t4(4,2) = 1/0.4, t4(2,1) = 1/0.4, and
d = t4(4,2) + t4(2,1) = 5 for TAP4) and the throughput of
each TAP is 1.
In CASE IV, the allocation of resources is restricted by
a bottleneck link (i.e., link (2,1)). In this case, other
flows (e.g., link (3,1)) can utilize the remaining band-
width, thereby increasing system throughput. CASE
V in Table 1 shows the bandwidth allocation when the
bandwidth of TAP3 is changed to 1, as per the min-max
concept. Even though the total throughout is 8 units per
unit of time (1 unit for TAP2, 5 for TAP3, 1 for TAP4,
and 1 for TAP5), it does not improve other critical TAP
nodes.
• Extended throughput and end-to-end delay fair-

ness: Extended throughput and end-to-end delay fair-
ness are controlled by varying the bandwidth assigned
to flows. According to the principle of variable band-
width, network bandwidth is allocated optimally along
critical paths, as shown by CASE VI in Table 1. The
bandwidth for TAP4 is allocated to the following two
gateway links: (i) on link (4,2), the bandwidth is 1, so
transmitting one unit of data takes one unit of time; and
(ii) on link (2,1), the bandwidth is 0.366 (derived by si-
multaneous functions 1+ t4(2,1) = 1+ t5(2,1) = t2(2,1) and
t4(4,2) = 1/c4(2,1)), so transmitting one unit of data takes
2.731 units of time. The single hop flow from TAP2 to
the gateway is allocated a total bandwidth of 0.268, so
transmitting one unit of data takes 3.731 (i.e., t4(4,2) =

1/1, t4(2,1) = 1/0.386, and d = t4(4,2) + t4(2,1) = 3.731
for TAP4) units of time.
Under this scheme, end-to-end delay and throughput
are equal for all TAPs. The maximum end-to-end de-
lay, d, is 3.731. Using the same allocation scheme as
that in CASE VI, but optimizing the bandwidth alloca-
tion for paths without bottlenecks, as in Case IV, im-
proves the total system throughput. CASE VII shows
that the entire bandwidth on the link (3,1) is allocated
to TAP3. The throughput of TAP3 is 3.731 and the sys-
tem throughput is 6.731.
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Fig. 3 Capacity assignment control for achieving fair end-to-end delay.

2.2 Fair Bandwidth Allocation

To summarize the above analysis, CASE VII not only re-
solves the fairness issue, but also optimizes the allocation
of resources to solve the spatial bias problem. Lemma 1
defines the two conditions required to achieve our objec-
tive. Accordingly, to minimize the maximum end-to-end de-
lay, we adopt the variable bandwidth allocation and fairness
strategy in CASE VII, and model the problem as a math-
ematical formulation. In complex networks, which have
longer paths and increased flow on the links, end-to-end de-
lay increases; therefore, the total throughput is lower. This
gives us a hint about devising a routing algorithm, namely,
the solution to the problem is provided by the shortest dis-
joint path routing algorithm, which we discuss in Sect. 4.

Lemma 1: The two conditions necessary to achieve
min-max end-to-end delay are: (i) the bandwidth must be
assigned completely; and (ii) the capacity must be fairly al-
located among the links.

Proof: Assume that the traffic requirement γs of all
nodes is the same or weighted and the link bandwidth of
each link is constant C(u,v). If

∑
s∈V cs(u,v) < C(u,v), the min-

max delay, d, is reduced as the remaining capacity is al-
located. Thus, a necessary condition for achieving mini-
mal end-to-end delay is that the bandwidth must be com-
pletely allocated. Assume that the minimum end-to-end de-
lay is equal to d when the entire bandwidth is fairly and
completely allocated to all flows s. If all flows on the path
links are allocated the same capacity ĉs(u,v), except one link
(u′, v′) where flow s′ is assigned less bandwidth cs′(u′,v′) (i.e.,
cs′(u′,v′) < ĉs(u,v)), the end-to-end delay of flow s′ will be
longer. The reason is that the end-to-end delay of s′ is
ds =

∑
(u,v)∈(Ls\(u′,v′))

D(u,v)(cs(u,v), γs) + D(u,v)(cs(u′,v′), γs) where

D(u,v)(the bandwidth,traffic requirement rate) is the function
that calculates the delay time. Then, ds′ > ds because
cs′(u′,v′) < cs(u′,v′). Now, the objective delay value d is equal
to the delay of flow s′ and d < ds′ which increases the end-
to-end delay.

In this situation, if the capacity allocated to flow s′
is higher than that for any other flow s on link (u′′, v′′)
(i.e., cs′(u′′,v′′) > cs(u′′,v′′)), the end-to-end delay will be bal-
anced because the end-to-end delay of flow s′ is ds′ =

∑
(u,v)∈(Ls\(u′,v′)\(u′′,v′′))

⎛⎜⎜⎜⎜⎜⎜⎜⎝
D(u,v)(cs(u,v), γs)+
D(u′,v′)(cs′(u′,v′), γs)+
D(u′′,v′′)(cs′(u′′,v′′), γs)

⎞⎟⎟⎟⎟⎟⎟⎟⎠, and the other

flows are ds =
∑

(u,v)∈Ls

D(u,v)(cs(u,v), γs), ∀s ∈ V\s′.Then, ds′

will be equal to ds if the bandwidth allocation scheme is ap-

(a) TLBT topology (b) TLBF topology

Fig. 4 (a) One backhaul (node m) is assigned in a TLBT topology; and
(b) two backhauls (nodes e and u) are assigned in a TLBF topology.

propriate.
Therefore, the objective value d is equal to ds′ or ds,

but ds′ > d due to the mean value inequality. In summary, to
achieve min-max end-to-end delay, the bandwidth must be
fairly allocated to each link based on the traffic requirement.

2.3 Load-Balanced Routing

In addressing the routing issue, we focus on: (i) the cre-
ation of “load-balanced forests” in which network traffic
flows evenly; and (ii) the appropriate assignment of back-
hauls. Load-balanced routing maximizes the utilization of
resources and reduces end-to-end delay.

Some studies, such as [2] and [9], use a single back-
haul to balance the traffic load on the incoming link of an
egress node, which is considered the primary bottleneck.
The purpose is to determine a top-level load-balanced tree
(TLBT) topology, as shown in Fig. 4(a). A TLBT topology
can be applied to networks with multiple sources because
they route to a single destination. A balanced tree is con-
structed with three heuristics, namely: the best first, random,
and weighted heuristics. The heuristics use a weight func-
tion (s′(tA) = m · fA+ the number of nodes in tA), where m is
a weight, fA denotes the aggregated flow for node A, and tA

denotes the sub-tree of node A. The function that generates
the fairness index [12] is calculated by:

β(b) = (
∑k

i=1 fXi )
2
/
k
∑k

i=1 f 2
li

where b denotes an egress node, k denotes the number
of adjacent links, and fli denotes the aggregated traffic load
on an adjacent link i.

A mesh network constructed with several backhaul
nodes, denoted as tree roots or cluster heads in a graph, is
called a “forest.” We adopt a TLBT topology and extend it
to a “top-level load-balanced forest” (TLBF) [15], as shown
in Fig. 4(b). A TLBF is balanced as a backbone forest for a
set of variant loads such that all backhauls and all branches,
which are the closest links to the backhauls, carry approxi-
mately equal amounts of traffic. As shown in Fig. 4(b), the
TLBF can use different methods (i.e., a greedy algorithm,
a mathematical model, and a heuristic approach) to support
load-balanced multiple backhauls in a WMN.
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3. Problem Formulation

The findings reported in Sect. 2 are used to facilitate inter-
TAP temporal and throughput fairness as well as load-
balanced routing and bandwidth allocation. The problem is
modeled as a graph of connected TAP nodes, Γ(V, L), where
V represents the set of nodes (i.e., TAPs) distributed over an
area; and (u, v) ∈ L denotes the direct links such that node
v can receive signals from node u via an orthogonal chan-
nel. The set of candidate backhauls, B, is also given. The
problem description is summarized right column.

The problem is formulated as follows: How to optimize
the objective function (IP) based on the expression of the
min-max end-to-end transmission time, denoted by d,

ZIP = min d (IP)

Given:
· The set of TAPs V .
· The set of backhauls B.
· The set of candidate paths by which a TAP reaches a backhaul

Pbs.
· The set of links L.
· Indication variable δp(u,v), which denotes link (u, v) on the path

p.
· The given link capacity C(u,v), where (u, v) ∈ L.
· The traffic requirement for each TAP, modeled as a Poisson dis-

tribution with rate γs (unit/sec).
Object:

To minimize the maximal end-to-end delay of a WMN.
Subject to the following constraints:
· Backhaul selection: each TAP must select a backhaul as its gate-

way.
· Routing: one path to a backhaul must be found in order to trans-

mit and receive data.
· Link: each TAP selects a backhaul as its gateway. The selected

links of all routing paths to the node form a forest.
· Capacity: the aggregated flow of each link is limited by the

capacity constraint.
· Delay: the delay constraint calculates the maximum end-to-end

delay that can be minimized by the objective function.
To determine:
· The backhaul a TAP should select to transmit data.
· The routing path from the TAP to the backhaul.
·Whether a link should be selected for the routing path.
· A top-level load-balanced mesh network.
· The TAPs that should be selected to form the set of backhauls.
· The capacity allocated to the selected links of a TAP.
· The node-to-node delay on the selected links of a TAP; and
· The maximum end-to-end delay of the WMN

subject to the following constraints:
A. Backhaul selection constraints
The decision variable zbs ∈ 0, 1 is used to indicate whether
a TAP routes to a backhaul b. Since each TAP s has to route
to a single backhaul b, we can formulate our first constraint.
For each TAP, Constraint (1) limits the summation of all se-
lected backhauls for each TAP to 1.∑

b∈B

zbs = 1, ∀s ∈ V (1)

Fig. 5 The paths from s to b are denoted by the set Pbs. The upper path
(bold line) is the only active path selected from this set, so xp = 1 denotes
that this is the selected path p (s, 2, 4, 5, 6, b). For all other paths p′ (e.g.,
path s, 3, . . . , 7, b), xp′ = 0, as no other paths are selected.

B. Path constraints
Whether a path p ∈ Pbs is used to connect a TAP s to a
backhaul b depends on the value of the decision variable xp.
If xp = 1, the path will be used; otherwise, it will not be
used. To ensure that each TAP only finds one path to its
backhaul, Constraint (2) requires that:∑

b∈B

∑
p∈Pbs

xp = 1, ∀s ∈ V (2)

The decision variables xp and zbs are related such that, once
a path p has been selected, the decision variable zbs must be
set to 1. This constraint is described by (3). Note that the
limits on the right-hand side of (3) mean that only one path
from Pbs can be selected.∑

b∈B

zbs ≤
∑
b∈B

∑
p∈Pbs

xp, ∀s ∈ V (3)

Figure 5 shows a scenario where one path is selected from
the set of candidate paths Pbs to connect TAP s to any back-
haul b once node s has selected backhaul b as its backhaul
(i.e., zbs = 1). Then, xp is set to 1, and the other path, p′, is
set to 0 (i.e., xp′ = 0). Since this is a shortest path problem,
the path p (i.e., xp = 1) can be found by existing algorithms
(e.g., Dijkstra’s algorithm). Thus, the set of paths Pbs does
not need be listed.
C. Link constraints
In Constraint (4), the decision variable y(u,v) = 1 indicates
that a link (u, v) ∈ L is used (e.g., in Fig. 5, y(2,4) = 1 because
link (2,4) is used); and y(u,v) = 0 indicates that a link (u, v) is
not used (e.g., in Fig. 5, y(2,1) = 0 because link (2,1) is not
used).

y(u,v) = 0 or 1, ∀(u, v) ∈ L (4)

Thus, the relationship between path xp and link decision
variable y(u,v) is such that once a path p from TAP s to
any candidate backhaul has been selected and a link (u, v)
is on that path, the decision variable y(u,v) must be set to 1.
For example, in Fig. 5, path p is selected, as shown by the
bold line. The decision variable y(u,v) for the following links
(s, 2), (2,4), (4,5), (5,6), and (6, b) is set to 1; otherwise it
remains at 0. This constraint is described by (5):∑

b∈B

∑
p∈Pbs

xpδp(u,v) ≤ y(u,v), ∀s, u, v ∈ V (5)

where δp(u,v) is the indicator function. Note that the function
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is equal to 1 when a link (u, v) is on a path p, where p ∈ Psb,
(u, v) ∈ L; otherwise, it is equal to 0.
The problem (IP) can be viewed as the construction of multi-
ple trees whose roots are given by the set of candidate back-
hauls. Three link constraints, (6)–(8), restrict the structure
of the trees, thereby ensuring that all data can be transmitted
via a path from gateways to TAP nodes or vice versa.

• The number of out-degree links for each TAP node, ex-
cept a gateway node, can not be more than 1, as shown
in (6):∑

v∈V
y(u,v) ≤ 1, ∀u ∈ V (6)

• At least one link must connect to b when at least one
TAP selects b as its backhaul (i.e., zbs = 1, s ∈ S ), so
the summation of in-degree links for the backhaul is at
least 1, as shown in (7):∑

v∈V
y(v,b) ≥ zbs, ∀b ∈ B; s ∈ V (7)

• Based on (i) and (ii), the total number of selected links
will be equal to the total number of TAPs minus the
total number of selected backhauls. Thus, Constraint
(8) is added to restrict the number of selected links:∑

u∈V

∑
v∈V

y(u,v) ≥ |V | − |B| (8)

D. Capacity constraint
The capacity constraint (9) ensures that the aggregated flow
(i.e., the bandwidth allocated to each link) does not exceed
the given capacity C(u,v) of a link (u, v).∑

s∈V
cs(u,v) ≤ C(u,v), ∀u, v ∈ V (9)

The allocation of bandwidth must fulfill two conditions: (i)
the bandwidth must not exceed the link capacity; and (ii)
bandwidth is only allocated to a link (u, v) if that link is used.
This constraint is given by (10):

cs(u,v) ≤ C(u,v)

∑
b∈B

∑
p∈Pbs

xpδp(u,v), ∀s, u, v ∈ V (10)

E. Delay constraints
The transmission time for data sent from a TAP s to a back-
haul via a link (u, v) can be calculated according to the
amount of bandwidth allocated, as shown by Eq. (11). The
value of the left-hand side of the equation is only computed
when the link (u, v) is used; otherwise, it is equal to 0. The
amount of data on TAP s, denoted by s, which must be trans-
mitted, is given. When the link is used, the bandwidth, de-
noted by the decision variable cs(u,v) is allocated to TAP s
on the link (u, v). Then, the node-to-node delay time for the
link (u, v) on the routing path of node s is calculated as the
variable ts(u,v) on the right-hand side of the equation. Note
that an arbitrary small number (where ε < 10−6) is added to
avoid mathematical errors caused by cs(u,v) = 0. This small

value does not affect the solution when only reasonable de-
lays occur on the selected links with

∑
b∈B
∑

p∈Pbs
xpδp(u,v)

values.

γs
∑

b∈B

∑
p∈Pbs

xpδp(u,v)

cs(u,v) + ε
= ts(u,v), ∀s, u, v ∈ V (11)

Constraint (12) is used to find the maximum end-to-end
transmission time (i.e., end-to-end delay) d by summing the
transmission times of the links on the paths in V . As the ob-
jective function is to minimize d, the problem is formulated
as a min-max problem. Allocation of the resources is op-
timized for non-critical paths under the capacity constraint
(9). ∑

u,v∈V
ts(u,v) ≤ d, ∀s ∈ V (12)

4. Proposed Algorithms

We apply the min-max concept to achieve both minimum
end-to-end delay and to resolve the issue of load-balanced
routing. Although this is an optimization-based problem,
which generally calls for a centralized mechanism, its solu-
tion may be determined by a distributed mechanism. Thus,
we propose a solution for balancing the end-to-end delay of
a sub-tree.

4.1 Load-Balanced Routing Algorithm

Recall that when paths are longer and there is more traffic
on the links, throughput is lower and end-to-end delay is
longer. As a result, determining the shortest and least-used
paths to the backhaul node provides a good hint for devising
the proposed algorithms. To solve this routing problem, we
previously proposed a greedy-based approach called greedy
load-balanced routing (GLBR) [15]. Here, we extend that
algorithm to support the delay issue; in other words, the link
cost is calculated by the delay function D(u,v)(C(u,v), γu).

To satisfy Constraints (4) to (8), one link on a path as-
sociated with a given backhaul is selected per iteration to
connect the TAP to its next hop. Initially, all link costs are
set to ζ(u,v) = D(u,v)(C(u,v), γu) and all TAPs, except the given
backhauls (i.e., V − B), are marked as FALSE. We then as-
sign the link with the lowest cost to the dominant forest set
T as a function of the number of out-degrees of the cur-
rent total traffic flow at the egress link. Once a link on the
routing path has been selected, the cost of the out-degree is
equal to aggregated cost at the previous node plus ζ(u,v) so
that the traffic flow of each branch is balanced. The aggre-
gated cost of a node s that belongs to the selected path is
also increased by ζ(s,v). The above steps are repeated until
all nodes have been assigned to the forest dominant set T so
that Constraints (1) to (3) are satisfied.

Algorithm 1 shows the pseudo code for the GLBR al-
gorithm, which extends the concept of Prim’s minimum cost
spanning tree algorithm to achieve the minimum flow of a
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TLBF in a WMN. The “while-loop,” beginning on line 8,
ensures that each node not yet assigned to a backhaul is se-
lected to connect to one backhaul to fulfill Constraints (2)
and (3). Lines 10 restricts the selection of a link to one pre-
vious node for each TAP, thereby fulfilling Constraints (5),
(6), and (9). Lines 14–16 and 17–19 increase the link cost
and capacity per iteration, respectively, to meet the min-max
concept (load-balance requirement) of the objective func-
tion (IP) and Constraint (12).

The time complexity of the load-balanced routing al-
gorithm is O(V2), determined by finding a node to associate
to a backhaul in every loop.

Algorithm 1 GLBR (B,V, L)
Require: Γ = (V, L) (a weighted directed graph, where v ∈ V and link

(u, v) ∈ L), and a set of backhauls B.
Ensure: The nodes of the routing tree are included in the dominant forest

set T . The variable, v.pred records which previous node of each relay
node v associates to a backhaul. The variable ζ(u,v) denotes the link cost
(u, v), which is calculated by the delay function.

1: for all link (u, v) do
2: ζ(u,v) = (D(u,v)(C(u,v), γu)
3: end for
4: for all backhaul b do
5: T = T ∪ b;
6: b.pred = NULL;
7: end for
8: while node v is not in T do
9: for all node u in T do

10: FIND the minimum cost node v that is not included in the domi-
nant set T . Here, we also check the capacity constraint (9) along
the path p. If more than two links (u, v) have the same cost, we
select the minimal branch cost of node u and the minimal number
of out degrees of node v.

11: end for
12: T = T ∪ v;
13: v.pred = u;
14: for all node s, which is not in T , have the direct link to v do
15: LET link cost (s, v) = link cost (s, v) + ζ(s, v);
16: end for
17: while v.pred is not a backhaul do
18: INCREASE the link cost to ζ(u,v) along the selected path from

node v.
19: end while
20: end while

4.2 Fair Bandwidth Allocation Algorithm

Once the routing path has been determined, the bandwidth
allocation for each selected link of a TAP is calculated inde-
pendently along the visited links and relayed to the gateway
node by the DFS (Depth First Search) algorithm to make de-
cisions about (9) and (10). The node-to-node delay ts(u,v) and
maximum end-to-end delay d are then calculated by (11)
and (12), respectively.

Algorithm 2 shows a variable bandwidth allocation al-
gorithm called EDTB, which establishes fair end-to-end de-
lay and throughput. The path from each node to its gateway
node, determined by the GLBR algorithm, is traced once,
and visited links are recorded for each TAP node s that links

(u, v) in the set ts(u,v). According to the objective function,
finding the min-max end-to-end delay balances the delay of
all pairs of nodes from the TAP node s to the backhaul b.
In this fashion, the bandwidth allocation scheme is executed
on all links using a modified binary-search method based on
the “Resource Exchange” property of the fairness condition
[12].

Algorithm 2 EDTB (V, L, T )
Require: Routing paths included in the dominant set T with a variable,

v.pred, which marks the previous node of each relay node v to the
backhaul b.

Ensure: The bandwidth and transmission time allocated to each node s on
the link (u, v) selected for the p ∈ Pbs.

1: for all vertices v do
2: if the node s is a leaf node then
3: ALLOCATE bandwidth bs(u,v) to the outgoing link of node s. The

link transmission time ts(u,v) and aggregated transmission time As

of source node s are calculated.
4: end if
5: while v.pred != NULL do
6: Link set l ∪ (u, v) {Link set l records the selected link for each

source node s.}
7: ns = the number of paths that use the link (u, v);
8: end while
9: end for

10: ψ ∪ B {where nodes are visited}
11: for all node not in ψ do
12: FIND a node u that all incoming nodes s have visited.
13: SET Low[s] = 0 and High[s] = C(u,v) for all nodes s.
14: ALLOCATE the equivalent amount of resources r = C(u,v)/ns to

node s.
15: repeat
16: CALCULATE the aggregated delay time As

17: m = arg max
s∈V {As + ts(u,v)}; {link (u, v) is in link set l}

18: n = arg min
s∈V {As + ts(u,v)}; {link (u, v) is in link set l}

19: Low[m] = r;
20: High[n] = r;
21: r = (High[m] − Low[m])/ns;
22: MOVE r bandwidth from n to m;
23: until r < ε
24: UPDATE the aggregation time As;
25: end for
26: OUTPUT: resource allocation results and transmission time for each

link of each node v;

The time complexity of the EDTB algorithm is O((V +
L)I), determined by the sequential trace node of the DFS
concept. Here, the variable I indicates the number of itera-
tions required per node to adjust the bandwidth per node.

Figure 6 shows the aggregated transmission time at the
source node of a sub-tree plus the current transmission time.
When this value is maximal, the bandwidth allocated to the
path will be greater than the average bandwidth, so the trans-
mission times will be reduced, as shown in Fig. 6(a). Con-
versely, when the value is minimal, the range of allocated
bandwidth should be less than the current amount of allo-
cated bandwidth, as shown in Fig. 6(b). In the latter situ-
ation, the surplus allocated bandwidth is shifted from the
shortest transmission path to the longest transmission path.
Thus, transmission times will be almost equal and all nodes
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(a) Since As + ts(u,v) is the maximum, which means node s has less
resources, the node’s bandwidth must be increased to reduce
the transmission time. Thus, we let Low bs(u,v) be equal to m
so that the search area is limited to the right half of the search
range.

(b) Since As + ts(u,v) is the minimum, which means node s has
the most resources, the node’s bandwidth must be reduced to
give other nodes more bandwidth. Thus, we let High bs(u,v) be
equal to n so that the search area is limited to the left half of
the search range.

Fig. 6 The requirement of fair channel access time based on a modified
binary search is fulfilled because the “Resource Exchange” property [12]
of the fairness condition is satisfied.

Fig. 7 An example of bandwidth allocation for a chain, where the band-
width is fairly allocated iteration-by-iteration starting from the leaf node.
When the total throughput of each TAP is 1 and the capacity of each link is
1, the maximum end-to-end delay d = 39.81.

will have the same throughput.
Figure 7 shows the experiment results for a simple sit-

uation where the traffic requirement of each node is 1 and
the bandwidth is allocated from leaf node 10 to the back-
haul node b. The full bandwidth is only assigned to a TAP
node once, i.e., when the node (node 10) forms a link (10,9).
The node is then marked as ‘visited’ and all subsequent in-
coming nodes must also be visited. In this case, node 9
was the previous node traced, so the aggregated time spent
in the sub-tree must be considered on this link. Thus, the
end-to-end delay and throughput are fair after any interme-
diate node forwards their previous nodes’ and its data. The

amount of bandwidth allocated to the previous nodes is the
same. Only the current node is allocated less bandwidth to
order to balance the transmission time.

The results in Fig. 7 exhibit the following interesting
properties: (i) the bandwidth for each incoming flow can be
allocated to each node independently; (ii) the total propor-
tion of allocated bandwidth is one (utilization); and (iii) the
proportion of flow from each of the previous nodes (not re-
quired by this node) is the same. A necessary condition for
(i) is that the traffic requirement routing via a node must be
known. This means the available bandwidth on each link
can be fully shared as, according to (ii), the total proportion
is one. To reduce the complexity of the EDTB algorithm,
the results can be calculated easily by (11) (i.e., only the
current flow and aggregated flow are considered.)

Our proposed routing algorithm, an extension of Prim’s
algorithm that visits one node rooted with each candidate
backhaul per iteration. It can be applied to different sizes
and shapes of network. Since each node has only one out-
going link, the bandwidth allocation algorithm is executed
when its subtree is allocated. The trace sequence is based
on DFS, which is a converged algorithm.

5. Evaluation and Experiment Results

For evaluation purposes, the mesh network used in the ex-
periments was comprised of N TAP nodes distributed over
an area. Some nodes were assigned as backhauls (i.e.,
b ∈ B). The following four conditions were compared: (i)
variations in the number of hops in a chain, as shown in
Fig. 8; (ii) variations in the number of nodes; (iii) variations
in the number of backhauls; and (iv) variations in the num-
ber of nodes to compare different routing algorithms with
random topologies. When the number of nodes deployed in
a fixed area is increased randomly, the traffic load and den-
sity also increase. The number of hops of between some
nodes also increases. Our objective is to evaluate how the
proposed algorithms reflect the traffic load and node den-
sity. We also devised a “fair bandwidth allocation per node”
scheme to compare (i)–(iii).

All the experiments were performed on a PC with a
1.3 GHz CPU and 1.0 GB of DRAM. The operating system
was Linux Red Hat 9.0 with kernel version 2.4.20, and the
code was written using the C programming language, com-
piled by GNU gcc version 3.2.2. The execution time was
approximately 3.1 seconds for 250 nodes with ε < 10−6.

Figure 8 shows the experiment results for condition (i).
The proposed advanced delay fairness algorithm, EDTB,
achieves the lowest end-to-end delay, compared to the spa-
tial bias fairness scheme, fair bandwidth allocation per node
scheme, and temporal fairness scheme by 11.5–15.0%, 51–
60%, and 34.5–50.8%, respectively (the routing algorithm is
GLBR). In a WMN, the maximum end-to-end delay is sig-
nificantly lower than under other schemes, especially when
the number of hops increases. This is because the proposed
algorithm allocates the complete bandwidth, link-by-link,
on a path with a bottleneck.
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Fig. 8 Experiment results using different numbers of hops.

Fig. 9 Experiment results using different numbers of nodes.

Figure 9 shows the experiment results for condition
(ii) using different numbers of TAP nodes. We added the
right-hand axis to indicate the the temporal fairness scheme
only, as the delay time is much longer than that of the other
schemes. The routing algorithm GLBR is used to achieve
top-level load balancing. When the number of nodes in-
creases, the maximal end-to-end delay is reduced because
the traffic flow is distributed over a larger number of nodes.
However, the end-to-end delay may increase as the traffic
requirements and the number of hops increases. The pro-
posed algorithm also outperforms the spatial bias fairness
scheme by 10.19–13.26%. Even though the end-to-end de-
lay achieved by the spatial bias fairness scheme is close to
that of the extended delay fairness scheme (EDTB) and it
achieves throughput fairness, the channel access time is un-
fair.

Figure 10 shows the experiment results for condition
(ii) using different numbers of backhauls. As expected, the
delay decreases as the number of backhauls increases. More
backhauls provide more resources and reduce the network’s

Fig. 10 Experiment results using different numbers of backhauls.

Fig. 11 Experiment results using different routing algorithms.

traffic load. They also enable TAPs to route to closer back-
hauls with fewer hops and less delay (as described in exper-
iment (i) in Fig. 8).

Figure 11 shows that the proposed routing algorithm
outperforms general routing algorithms (e.g., the short-
est path algorithm (SPT) and the minimum spanning tree
(MST)) by 16.6–72.15%, especially when the number of
nodes is larger. When the number of nodes is small, the
number of hops and the traffic load is light. The difference
in the performances of these algorithms is not significant,
even though our proposed algorithm outperforms the other
algorithms. However, when the number of nodes increases,
the proposed GLBR algorithm tries to find the shortest path
with load-balanced constraints. This improves the end-to-
end delay significantly, even though the traffic requirement
is same when the path length (the number of hops) is differ-
ent.

6. Conclusion

We have compared different schemes for temporal, through-
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put, and bandwidth fairness. In a simple situation, end-to-
end delay was found to be longer and the throughput for a
node was lower on longer paths because of the larger amount
of aggregated flow on those links. In addition, when ad-
vanced bandwidth allocation and min-max schemes are used
with the proposed EDTB algorithm, end-to-end delay de-
creases and system throughput increases. First, we apply the
proposed GLBR algorithm to obtain a load-balanced rout-
ing path. Then, we use the DFS traced nodes with the pro-
posed EDTB bandwidth adjustment algorithm to calculate
the allocated bandwidth and link transmission time for each
node. Finally, the maximum end-to-end delay d is calcu-
lated. The experiment results show that the advanced delay
fairness scheme not only achieves temporal and throughput
fairness simultaneously, it also outperforms other schemes.
(In terms of spatial bias or the average bandwidth per node
it outperforms other approaches by at least 10.19% using
different numbers of nodes).

Even though our proposed GLBR routing algorithm is
a centralized approach, the routing of each node is based
on its delay metric and the aggregated cost of the candi-
date subtree. The algorithm can be implemented with feed-
back messages or controlled by local candidate backhauls
to select a lower backhaul delay and routing path. This is-
sue could be refereed to Humblet’s distributed algorithm for
minimum-weight spanning trees [8]. The proposed EDTB
bandwidth allocation algorithm can calculate the proportion
of bandwidth for each TAP node in a shorter time based on
the moving average traffic flow within a period. We will
address these distributed algorithms in our future work.
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