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Summary

Although limiting the number of backhauls, specifically chosen transit access points (TAPs) that forward traffic
from other TAPs, reduces the overall costs of a wireless mesh network (WMN), an egress bottleneck is induced,
which aggregates traffic and limits the bandwidth. To avoid such problems while working to minimize budgetary
expenses, we balanced traffic flow on ‘to-be-determined’ backhauls and adjacent links, a mixed nonlinear- and
integer-programming problem that minimizes the aggregated flow subject to budget, backhaul assignment, top-level
load-balanced routing, and link capacity constraints. Two algorithms are proposed, weighted backhaul assignment
(WBA) and greedy load-balanced routing (GLBR), that operate in conjunction with Lagrangean relaxation (LR),
used for constructing LR-based heuristics and also as a means of quantification and evaluation of the proposed
algorithms. Experiment results show that the proposed algorithms achieve near-optimization, outperforming related
solutions. Copyright © 2008 John Wiley & Sons, Ltd.
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with wireless links that provide sufficiently wide cov-
erage for infrastructures such as those at wireless hot

1. Introduction

The slogan, ‘Anywhere, anytime,” has become en-
trenched in the wireless Internet literature, yet ubiq-
uitous access comes with costs, a constant concern of
consumers and providers alike. 3G and wireless lo-
cal area network (WLAN) services are an inexpensive
means of providing last-mile connectivity to the Inter-
net [1], facilitating 24-hour coverage public wireless
local area networks (PWLAN) [1,2].

By employing a mesh network on the last hop, over-
all Internet service provider (ISP) costs of deployment
and maintenance may be reduced [3]. The typical wire-
less mesh network (WMN), shown in Figure 1, is com-
prised of transit access point (TAPs) [4] associated

spots. The backhauls (i.e., egress interfaces and links)
provide the data services that enable mobile devices
(MDs) to access the Internet through either wired or
wireless interfaces. It includes the interface and out-
going link as egress wired (e.g., fiber and T1) or
wireless (e.g., WiMAX) links. For further on mesh
networks, refer to Reference [5]. The determination
of routing is less complex for TAPs that are located
in fixed positions such as those mounted on traffic
lights.

The main motivation of this paper is the reduction
of the negative impacts that arise from backhaul and
routing assignments:
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Fig. 1. A mesh network constructed with a BS-oriented struc-

ture connecting MDs to a TAP and an ad hoc structure con-

necting TAPs to a wired network with backhauls. Wireless
links enable this type of network to cover a large area.

(a) Backhaul assignment. A primary concern of our
work is network cost. Therefore, we allow restric-
tions on the number of backhauls that may be in-
stalled. Additionally, once a TAP has been selected
to be attached with a backhaul, it remains so. With
such limited availability of backhauls, a resulting
network egress bottleneck hinders smooth flow.

When the suitable backhaul assigned could let
traffic distribute well, the amount of flow travel
on the network is less. Thus, we try to find the
centric of the high traffic area. Then, it could re-
duce the high load traffic transmit in long path and
divide the traffic load balancing among the back-
hauls. These help to balance the traffic load to fulfill
fairness issue.

The assignment of backhauls bears significant
similarity to a typical cluster-head (CH) assign-
ment. Many CH assignment methods focus on bal-
ancing cluster sizes, for example, max-min d-hop
cluster [6], linked cluster algorithm (LCA) [7], and
highest degree (HD) algorithm [8]. CH assignment
was proven to be NP-complete in References [6]
and [9]. Other researchers [10-12] have focused
on fair selection of CHs.

Significant performance improvements have
been achieved by such an assignment method. In
Reference [11], clustering provided a means by
which CHs made use of link state information.
The gravitational cluster routing (GCR) protocol
[13] increases stability when providing coverage to
dense areas by choosing CHs according to ‘local
maximum degree.” We employ a similar concept
for our proposed algorithm, thereby reducing the
average transmission cost.

Copyright © 2008 John Wiley & Sons, Ltd.

(b) Load-balanced inter-TAP routing. For primar-

ily budgetary reasons, multiple-hops from back-
hauls may be required in our networks. As rout-
ing algorithms, including ad hoc shortest path
routing algorithms [14—17] and hierarchical and
hybrid routing protocols [18-20], minimize path
lengths without taking load capabilities into con-
sideration, traffic discrepancies may occur, re-
sulting in unequal loads and long delays for
some TAPs. Thus, the load balancing of routing
in orthogonal wireless network is addressed in
this paper.

When the relations between fairness, network
capacity, and congestion controls are considered,
fairness means load balanced that distributes the
traffic among the nodes with backhauls and their
branches. It lets the amount of traffic much lower
than the capacity and reduces the congestion prob-
lem. In other words, fairness is an efficient con-
gestion control approach. The congestion prob-
lem is also affected by the network capacity. If
the traffic load is close to capacity, the traffic
jam occurs, causes congestion, and decreases net-
work performance. Thus, if we could distribute
the traffic among the network to balance the traf-
fic below the capacity, the congestion situation
is reduced.

For the hybrid network treats the different trans-
mission lines. The backhaul interface could be
wired or wireless. The wired links are more sta-
ble than wireless networks and they can take
more traffic with broadband wired lines. However,
the cost is high. In addition, the node attached
with a backhaul as a tree root still needs to pro-
cess all branches subtree traffic and comprises a
bottleneck.

InReferences [21] and [22], the authors have bal-
anced the traffic load on the incoming link of the
egress node that installed a backhaul, considered
to be the primary bottleneck, and have focused on
determining a top-level load-balanced tree (TLBT)
topology, as shown in Figure 2(a). A TLBT topol-
ogy applies to networks with multiple sources that
route to a single destination.

A WMN is a forest if many egresses, or CHs,
exist in the network. For this paper, the concept of
a TLBT was extended to a top-level load-balanced
forest (TLBF), an example of which is shown in
Figure 2(b). A TLBF is load balanced such that
the given fair amount of traffic is carried by each
backhaul and its branches, the links that are closest
to the backhauls.
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Fig. 2. Graphs for TLBT and TLBF topologies, for which

one (TLBT) or more (TLBF) backhauls are assigned (the

symbols and their meaning are shown in Figure 1). (a) TLBT

(backhaul I on node m), (b) TLBF (backhaul I on node e and
II on node u).

Definition:

e TLBT means to find the load balanced the traffic
load on each branch among the root of a tree.

e TLBF means to find both load-balanced traffic
load on each branch of a TAP (which is installed
a backhaul) and each backhaul.

The primary motivation of this paper is the reduction
of the negative impacts that arise from the two issues

Copyright © 2008 John Wiley & Sons, Ltd.

above. Our proposed algorithms, WBA, GLBR, and the
LR-based heuristic operate by determining a minimal
aggregated flow for each link and by evenly distributing
loads over the ‘to-be-determined’ backhauls. In com-
putational experiments, the LR-based approach, which
has been used to solve many famous NP-complete
problems [23], was used to improve the timing and
quality requirements, and furthermore, was used to de-
termine near-optimal decisions. The LR approach pro-
vides a means of computing a lower bound (LB), used
to determine the minimum gap between the value re-
turned by our algorithms and the optimal solution.
The remainder of this paper is organized as follows.
In Section 2, we provide a mathematical formulation
of TLBF routing, including the backhaul assignment
problem. Then, in Section 3, we propose algorithms
for backhaul assignment and TLBF routing. In Section
4, we illustrate LR-based solutions. Experimental re-
sults show near-optimization as detailed in Section 5,
where our approach is compared with existing meth-
ods. Finally, in Section 6, we present conclusions.

2. Problem Description and
Formulation

On a network modeled as a graph G(V, L), where V
vertices represent TAPs distributed on an area with
direct links L between TAPs within the transmission
range, a TLBF topology partitions the graph G into
several connected sub-graphs or cliques based on the
aggregated flow of each link. We assume as given that
MD-to-TAP and TAP-to-TAP transmissions occur
on orthogonal channels, such that: (a) each TAP has
a directional antenna; (b) for each TAP, the arrival
of new traffic is modeled as a Poisson process with
rate y; (units/s, where the ‘units’ could be packets,
Mega-bits, or other measures); and (c) all flows are
transmitted via ‘to-be-determined’ backhauls. Ac-
cordingly, the problem description is summarized as
follows:

Given:

e The set of TAPs V.

The set of candidate backhauls B.

The set of candidate paths for a TAP to reach a back-
haul Pg.

The set of links L.

The link capacity C,,v), where (u, v) € L.

The traffic requirement for each TAP with rate y;
(units/s).

Wirel. Commun. Mob. Comput. (2008)
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e The maximum number of hops, H;, along the
shortest path from source node to reach the
most distant destination. (Used for calculating the
aggregated flow.)

Object:

To minimize the sum of aggregated flows of selected
links.

Subject to the following constraints:

e Backhaul assignment: the total cost of assigned back-
hauls is limited within the budget ¢.

e Backhaul selection: once backhauls have been as-
signed, each TAP must select one of the backhauls
as a gateway.

e Routing: one path reach to a backhaul must be found
in order to transmit/receive data to/from.

e Capacity: the aggregated flow of each link is limited
by capacity constraint.

e Fairness index (FI): the amount of aggregated flow on
each backhaul and their adjacent links must satisfy
the given FI value.

To determine:

e Which TAP is selected to attache with a backhaul.

e A backhaul is selected to transmit data to for each

TAP.

Routing path from a TAP to a backhaul.

Whether a link should be selected for the routing

path.

A top-level load-balanced forest (TLBF).

Aggregated flow on each selected link.

Aggregated flow on each backhaul.

The problem is represented as the following formu-
lations. The objective function (1) is the minimum of
the aggregated flow for all connection links:

Zip = min Z Su,v (1)

(u,v)eL
subject to the following constraints:

(a) Backhaul selection constraints. Decision vari-
able zg, € {0, 1} is used to indicate if candidate
backhaul b has been selected as the gateway for
node s. Each TAP routes to only one backhaul. The
total number of backhauls assigned to each TAP is
1, as in Constraint (2).

Y zp=1 VseV (2)
beB

(b) Backhaul assignment constraints. A 0-1 decision
variable 7, is used to determine when a backhaul

Copyright © 2008 John Wiley & Sons, Ltd.
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Fig. 3. All paths from s (i.e., TAP o) to b (i.e., backhaul I) are
included in the set Py,. The path above, shown by the bold
dash line {o, ¢, f, g, h, d}, is the only active path in this set,
so for that path x, = 1. As there are no other active paths,
for any other path p' (e.g., path {o, e, ..., j, d}), x,y = 0 (the
symbols and their meaning are shown in Figure 1).

b is chosen as a backhaul. Constraint (3) stipulates
that if at least one TAP s chooses b as a backhaul,
np must be set to 1. However, if no TAP chooses
b as a backhaul, 1, must be set to 0 in order to re-
duce costs for other assignment requirements. The
total cost is subject to the budget Constraint (4).
The summation of all built costs ¢, of assigned
backhauls, denoted by 1, = 1, is not to exceed the
budget ¢.

Zsb <np, VbeB, seV 3)
> <o )
beB

(c) Path constraints. When decision variable x,, = 1,
it indicates that the path p € Py, is the path used
to connect the TAP to the backhaul; x, = 0 means
that it is not used. Figure 3 shows an example of
the decision variable. Each TAP can exist on only
one path, shown as

YD xp=1, Vsev )

beB pePy,

The variables x, and zy, are related such that once
a path p has been selected, the variable zz, must be
set to 1. This constraint is described by Equation
(6), where the limit on the right-hand side of Equa-
tion (5) means that only one path from the set of
candidate paths Py, is selected.

Zzsbfz pr, VseV ©6)

beB beB pePy,

Once node s has selected backhaul b as its gateway
(i.e., zsp = 1), one path is selected from the set of
P, to connect TAP s to backhaul b, as shown in

Wirel. Commun. Mob. Comput. (2008)
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Figure 3. Once the path has been determined and
xp has been set to 1, all other paths p’ are set to 0
(i.e., x,y = 0). Note that we are interested in deter-
mining only one path, and that path can be found
by the proposed algorithm. Thus, the set of all can-
didate paths neither needs to be determined nor
initially listed.

(d) Link constraints. The decision variable y, ) =

1 indicates that a link (u, v) € L is used; y(,v) =
0 indicates that a link (u#, v) € L is not used. The
relationship between path x, and link y,, ) is such
that once a path p is selected and a link (u, v) is
on the path, the decision variable y,, ) must be set
to 1. For example, in Figure 3, path p is selected.
The decision variable y(, .) is set to 1 for the links
(0,0), (c, ), (f g), (g, h), and (h, d); for all other
links, to 0. This constraint is described by

Z xpsp(u,v) = Yu,v)»
pEbe

VseV; beB; (u,v)elL @)

where §p(,,) is an indicator function, indicating
that link (, v) is on the path p, where p € Pg.

Since the problem is to find a forest constructed
by many trees, a link constraint is needed to de-
scribe the forest structure, constraining that the
out-degree links from a TAP is not larger than 1.
However, for all TAPs assigned to be backhauls,
the number of out-degree links is equal to 0O, as
the wired-line is not considered an out-degree link
for the purposes of our model. These situations are
described as:

Zy(u,v) <1, VueV ®)
veV
> Yoy =0 9)
veV

According to the previous description, the total
number of selected links will be equal to the total
number of TAPs minus the total number of given
backhauls. (In the point view by graph theorem,
the construct of TLBF is forest and then the num-
ber of total links is the number of nodes minus the
number of roots.) Thus, Constraint (10) is added to
limit the number of selected links.

> Yuw =1VI—1B| (10)

(u,v)eL

Copyright © 2008 John Wiley & Sons, Ltd.

where |V| is the number of nodes in set V and | B|
is the number of backhauls in set B.

The number of hops on a selected path p is limited
to be less than a given value H; for any node s.
On the left-hand side of Equation (11), each node s
selects only one backhaul b as its gateway, so only
one path p is selected. Accordingly, if a link (u, v)
is on a path p, then x 8 (.., v) is equal to 1. Thus, the
number of hops on the path p is calculated on the
left-hand side (e.g., five links satisfy x ;8 p(u,v) = 1,
so in Figure 3, there are five hops for path p). This
constraint is used for backhaul assignment.

Z Z Z Xpbpu,wy < Hy, VseV (11)

beB pe Py, (u,v)eL

(e) Flow constraints. Once the backhaul and rout-

ing assignments have been determined, a variable
amount of traffic y; is randomly generated for each
source node s. Thus, for each link, the aggregated
flow f v is calculated as Equation (12) for all
selected paths p via link (#, v) for node s.

ZZ Z XpSpu,nVs < fuwy, YW,v)€L

s€V beB pePy,
(12)

So that it does not exceed the given link capacity,
the aggregated flow is limited by Cy,,); this capac-
ity constraint is formulated as

0< f(u,v) =< C(u,v)s Y(u,v) e L (13)
The aggregated flow over each backhaul, denoted

by Bp, is calculated by summing the aggregated
flow of all adjacent branches, shown as

> fouw <Bs. VbEB; (ub)eL (14)

ueV

(f) FI constraints. First, we introduce the FI tech-

niques which have the following four properties:
(i) population size independence: the index appli-
cable to any number of users, finite or infinite; (ii)
scale independence: the index can be independent
of scale, that is, the unit of measurement should not
matter; (iii) continuity: the index can be continu-
ous so that any slight change in allocation should
show up in the FI; and (iv) bounded between 0 and
1: a totally fair system has a fairness of 1, while a
totally unfair system approaches 0 [24].

Wirel. Commun. Mob. Comput. (2008)
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The traffic load balanced among the backhauls
and branches of the nodes attached with backhaul
interfaces are quantified by FI function. This func-
tion comes from the Chebyshev Sum Inequality
[25], which follows all branches’ aggregated flow
S, b) associate to the node with backhaul b. Then,
the inequality would be:

2

<Ey Y. fon (U3

(u,b)eL

Z Jaub)

(u,b)eL

where Ej is the number of branches associate to a
backhaul b.

To assess the degree of balance among the different
branch’s traffic load, the inequalities will become

(Cuev faun)’

<1 16
Epd ey f(%l,h) B (1o
Only when all traffic loads of all branches, this
value is equal to 1. Otherwise, the value is less than
1 when any branch traffic load is different from
others. The degree of unbalance is reflected in this
function.
Accordingly, we add a constant value o to enable
traffic load balance. The aggregated flow f{,, ) for
each link is then put into the FI equation [24], to
achieve the given FI value, denoted by o/, as shown
in Reference [24]. If the value of o is set to 1, the
loads will be more evenly distributed on each link
associated with the backhaul, but the possibility
exists that no feasible solution may be found. Thus,
o is set to a reasonable value that can enable us to
obtain a feasible solution. This value is set based
on the experimental results.

2
o < Zuev fun)

=< (17)
Ep) ey f(i,b)

We also calculate the aggregated flow balanced
on each backhaul b, and put it into the FI equa-
tion to achieve the given fairness value o”. This
constraint is

o < (ZbeB :Bh)z

18
T Bl pen B 1o

where | B| is the number of backhauls in set B.

Copyright © 2008 John Wiley & Sons, Ltd.

3. The Proposed Algorithms

This section encompasses the details of assigning back-
hauls and TLBF routing algorithms.

3.1. Weighted Backhaul Assignment
Algorithm

We propose a weighted backhaul assignment (WBA)
algorithm that solves the backhaul assignment prob-
lem (i.e., Constraints (3) and (4)), the pseudo-
code of which is shown as follows. The candi-
date TAP with the highest weight is selected as a
backhaul after adjustments ensure the aggregated flow
to be within capacity. With the determination of the
average backhaul installation cost ¢, (line no. 1), the
assignment of approximately n backhauls is expected
(line no. 2). The total system flow ¢y divided by the
expected number of backhauls n gives the expected
flow 1;, to each candidate backhaul (line no. 3-9). Cal-
culating installation costs ¢, according to the load-
ing of the neighborhood, and the aggregated flow
By within H, hops of each TAP, allows us to de-
termine the ratio of the aggregated flow to the
unit cost for each candidate backhaul, used as the
weight w,.

Finally, as long as some budget remains, TAPs are
repeatedly selected as backhauls (line no. 12-25) as
follows: (i) the TAP with the highest weight w, is as-
signed to be a backhaul (line no. 13). Then, the node
v is marked and included in the set 7. The build-up
cost ¢, is added into total cost 7. (line no. 15 and
16). Before the service node is marked, the aggre-
gated flow 1, is set to be 0; (ii) the smallest flow from
the adjacent TAPs is sequentially removed from the
dominant set T until the aggregated flow falls below
tp (line no. 18-22). The minimum link flow of the
unmarked adjacent TAP u that connects to the mini-
mum aggregate branch flow is found and marked as
served node (line no. 19). The aggregated flow of cur-
rent selected backhaul is calculated (line no. 21); (iii)
the weights of unselected backhauls are recalculated.
They are recalculated the aggregated flow, B8,, within
the H, hop adjacent TAPs which is marked as FALSE
(line no. 23) and then divided by their build-up cost
(line no. 24).

Figure 4 shows an example of the WBA algorithm
where the aggregated flow for each TAP is a 2-hop
neighborhood. Once all of the backhauls have been as-
signed, the routing paths of the TLBF are determined
by the GLBR algorithm.

Wirel. Commun. Mob. Comput. (2008)
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Fig. 4. An example of backhaul assignment. The symbol
inside each oval denotes identifier/traffic requirements; the
number to the lower right denotes the installation cost (e.g.,
[5;1.00] denotes that a backhaul requested 5 units of flow
and cost 1.00 units). The traffic requirements and installation
costs for this example were generated randomly from ranges
of 1 to 5 and 1 to 1.6, respectively. The total requested flows,
the estimated number of backhauls, and the estimated total
flow per backhaul were 78, 3.25, and 23.95, respectively.
Here, two backhauls: I and II were assigned. Note that the
nodes that have been marked (visited) are filled with lines in
the graphic above (the symbols and their meaning are shown
in Figure 1). (a) The first backhaul assignments, (b) the sec-
ond backhaul assignments.

3.2. TLBF Routing Algorithm

To solve the TLBF routing problem, we use greedy
load-balanced routing (GLBR), shown in Algorithm 2,
that adds one link and connects one TAP to one of the

Copyright © 2008 John Wiley & Sons, Ltd.

given backhauls per iteration (line no. 1-5). In detail,
all link costs are initially set to infinity (line no. 2)
and all TAPs are marked as FALSE (line no. 3). Subse-
quently, the incoming link costs of all backhauls are set
to adjacent node’s traffic y, (line no. 4). Accordingly,
we assign to the forest dominant set 7 the link with the
lowest cost, the minimum number of out-degrees, and
the least current total traffic flow to the backhaul links
(line no. 11-13). Once this link has been selected, the
cost of the out-degree is set to the cost of the previous

Algorithm 1 WBA (¢, V, L)
Require: G = (V, L) (a directed graph, where v € V,
and (u, v) € L) and the budget ¢.
Ensure: The assigned backhaul b € B.
1: CALCULATE the average flow backhaul installa-
tion cost, ¢ = Y5 ¢n/IBl;
2: ni=@/cyg;
for all vertices v do
4: v.marked :=FALSE;{set initial value of the
tracing node v}
5 T:={}
CALCULATE the aggregated flow 8, within H,
hop adjacent TAPs;
wy = Bu/¢v;
CALCULATE the total system flow 7 s;
end for
10: 1, := t7/n; {Calculate the expected flow of each
candidate backhaul}
11: ¢, :=0;
12: while 7. < ¢ do
13:  SELECT the highest weight, w,, as an assigned
backhaul;
14:  v.marked :=TRUE;
15: T :=TUv;
16: te =t + ¢y
17: 1, := 0; {set the initial aggregated flow to 0}
18:  while 7, <1, and if an adjacent node with
u.marked =FALSE do
19: FIND the minimum link flow of the adjacent
TAP u that connects to the minimum aggre-
gate branch flow via TAP v of the current se-
lected backhaul and u.marked = FALSE;
20: u.marked :=TRUE;
21: tg =145+ y»; {the amount of traffic flow
transmitted via link (u, v)}
22:  end while
23:  UPDATE the aggregated flow, §,, within the H,
hop adjacent TAPs which is marked as FALSE;
24: wy = Bu/dv;
25: end while

b

@

0 o3
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node plus y,, balancing the traffic flow for each branch
(line no. 16-18). The aggregated flow of a node v that
belongs to the selected path is also increased by y,
(line no. 19-21). The backhaul aggregated flow B is
also calculated (line no. 22). The above procedures are
repeated until all nodes have been marked and assigned
to the forest dominant set 7.

In the code, the ‘while-loop’ beginning on line no.
10 ensures that each node not included in a backhaul is
selected to fulfill Equation (2), to connect to one back-
haul. Line no. 11-15 restrict selection to one previous
node for each TAP, fulfilling Constraints (5), (6), and
(8).Line no. 16—-18 and 19-21 increase the link cost and
capacity per iteration to fulfill the fairness Constraints
(17) and (18). Figure 5 shows an example of nodes in
a grid topology with two backhauls. As a result, the
objective value is 46, @’ = 0.93, and ” = 0.998.

3.3. A Distributed TLBF Routing Algorithms

The above centralized algorithm is described, but it
could be converted into a distributed algorithm and
used in distributed environments. Since the backhauls
as long as build up, it would not be changed immedi-
ately. Thus, we focus on the distributed routing algo-
rithm. The algorithm is based on the centralized algo-
rithm with piggyback message exchange and iteration-
by-iteration to get the near-optimal distributed solution.
The details are described as follows:

Initial procedures. Once the backhaul has been as-
signed, the routing path is changed immediately to
adapt to the requirements of the traffic load. To solve
the backhaul selection and routing path problem, we
enlist our proposed algorithm GLBR, which is based
upon the concept of three-way handshaking. The pro-
cedures are:

Step 1. Initially, the routing procedure proceeds from
the node with a backhaul, which passes to its
neighboring nodes the message (including in-
formation about the link capacity C(,, ) and
aggregated traffic load on the backhaul and its
branches). The receiving TAP node selects the
lightest traffic load and responds to that back-
haul.

Step 2. The backhaul then sends the ACK message
back to the TAP node in its cluster, and sends
the NACK message to the nodes not included
in this round.

Step 3. Once the TAP node has received the ACK
message, then for node s, the decision vari-
ables gg, Xp, and a number of the links

Copyright © 2008 John Wiley & Sons, Ltd.

Algorithm 2 GLBR (B, V, L)

Require: G = (V, L) (a weighted directed graph
where v € V,and link (u, v) € L)andaset of back-
hauls B, where b € B.

Ensure: The nodes of the routing tree are included in
the dominant set 7. The variable, v. pred, marks the
previous node of each relay node, v, to a backhaul,
b.

1: for all vertices v do

2:  v.SP:= INFINITE,

3: v.mark := FALSE;

4:  link cost (s, v) = ys; {where v is neighbor of
node s.}

5: end for

6: for all backhaul b do

7: T:=TUb;

8: b.pred := NULL;

9: end for

10: while any one node v is not in 7" do

11:  for eachnode u in T do

12: FIND the minimum cost node v that is not in-
cluded in the set 7. Here, we check the capac-
ity Constraint (13) around the path p. If more
than two links (u, v) have the same cost, we
select the minimal branch aggregated flow of
node u and the minimal number of out-degree
of node v.

13:  end for

14: T:=TUuv;

15:  v.pred = u;

16:  for node u, which is not in 7, have the direct link

to vdo
17: LET link cost (v, u) = link cost (v, u) + u;
18:  end for
19:  while v. pred is not a backhaul do
20: INCREASE the link cost to y, along the se-

lected path from node v.
21:  end while
22:  CALCULATE the backhaul aggregated flow

By = By + vu;
23: end while

Y(u,v) are determined. Additionally, the back-
haul traffic 8, and the branch load f{; ) are
calculated.

Step 4. Steps 1-3 are repeated for the other unselected
nodes. Note that the process node is changed
to the leaf nodes of each branch. Based on
the data sent in the message, the decision as
to which branch is joined is determined at
the node. The traffic requirement value y; is
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Fig. 5. A simple topology with two backhauls (i.e., backhaul I attached to node e and backhaul II attached to node u) to illustrate
how the proposed GLBR algorithm works: the traffic requirement y; is set to 1 unit/s. (The symbols and their meaning are shown
in Figure 1.) (a) e and u are included in the set 7 = e, u and all links are set to oo, but the adjacent link cost of each backhaul is
updated to y;. (b) All links adjacent to backhauls are selected and their costs are increased y;. (c) Links with the lowest costs based
on the aggregated flow of their backhaul branches are selected; that is, nodes y, v, ¢, m, n, [, f, and d are sequential selected. The
relative link costs, branches, and backhauls’ aggregated flows are updated. (d) The previous procedure is repeated to determine
the minimal cost and minimal branch capacity. Nodes a, g, j, p, and s are selected. (e) The remaining nodes k and o are selected

transmitted along the path to the correspond-
ing backhaul.

Each intermediate node fields the lightest re-
quirement to the previous node until the back-
haul has been reached. Finally, the backhaul
replies to the ACK message with informa-
tion about the suitable node for its branch and
NACK to other nodes. The steps are repeated,
iteration upon iteration, until all nodes and
paths have been assigned.

Routing maintenance. When the traffic requirements
of our wireless network change, the routing tables re-
quire maintenance to adjust for these developments.
When there exists a traffic anomaly, such an irregular-
ity could be detected at the backhaul, which could ini-
tiate rebalancing, or at any intermediate node, which
would then send a message to the backhaul to start
rebalancing procedures. Policies are needed for two

Step S.

Copyright © 2008 John Wiley & Sons, Ltd.

conditions: firstly, when the traffic load is over the
given threshold for only a short time; and secondly,
when the threshold is exceeded for a long period.
The latter is a state requiring global balancing, a
procedure which makes use of the five steps given
previously.

4. LR-Based Solutions

First used to solve large-scale integer programming
(IP) problems in the 1970s, an LR-based approach
[23] exploits the fundamental structure of optimization
problems and provides a flexible solution strategy for
IP problems. By relaxing certain complex constraints
and by using Lagrangean multipliers with an objective
function, optimally solvable stand-alone sub-problems
are determined [23,26].
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Achieving near-optimization via an LR-based ap-
proach is an NP-complete problem [6,9]. We have de-
veloped heuristics to solve this problem in a reasonable
amount of time. An LR-based approach determines the
LB, used to quantify and evaluate the proposed algo-
rithms.

4.1. The LR-Based Approach

Prior to the transformation of the primal problem Zp
given in Section 2 into a Lagrangean dual problem, an
iteration of Equation (14) generates Equation (17). By
eliminating the denominator from the right-hand side
of the equation, Constraint (19) results:

dEpY  fan <P VbeBiubyeL (19

ueV

The aggregated flow over each TAP is less than the
adjacent link capacity or the total traffic requirement.
This is expressed as

0 < Bp < min <Z Clubyr Y J/s>

ueV seV

Vb e B;(u,b)e L (20)

Constraint (18) is then modified by allowing I' =
> bep Bp» denoting the total flow required. By elimi-
nating the denominator from the right-hand side, we
arrive at

o'[BIY_pp =T 1)

beB

where I is also equal to ) .y ¥s.

Next, the primal problem Zip is transformed into a
Lagrangean dual problem Zjr using Constraints (3),
@), (6), (7), (12), (14), (19), and (21). For a vector of
non-negative Lagrangean multipliers, the LR problem
is given by:

Objective function

Z1 R = min Z Sww + Z Z ,U«;b[zsb — np]
(u,v)eL seV beB
+1 | oy — @
beB

Copyright © 2008 John Wiley & Sons, Ltd.

+ Zﬂf szb—z Z Xp

seV beB beB pePy,
4 8
+ M sbuv XpOp(u,v) — Y(u,v)
s€V beB (u,v)el PEPgp

+ Z Mgv ZZ Z xpfsp(u,v)ys - f(u,v)

(u,v)eL seV beB pePy

+ Z s (ﬂh - Z f(u,b))

beB ueV

S (Ez . ﬂz)

beB ueV

+ u (a”|B| > - r2> } (22)

beB

subject to Equations (2), (5), (8), (9), (10), (11), (13),
(18), and (20).

The Zir problem is then decomposed into six in-
dependent and solvable sub-problems, described in the
Appendix, the summation of which determines the LB.
The value of our proposed algorithm and the follow-up
primal feasible solution give us an upper bound (UB)
for the problem Zpp. The distance between the tight-
est LB and the UB, computed by (UB — LB) / LB x
100%, gives the degree of optimality of the problem
solution.

Several methods can be used to solve the Lagrangean
dual problems. One of the most popular is the sub-
gradient method [27], which we employed here. Let
the decision variable vectors (xp, Zsp, Nb> Y(u,v)» f(u,v)s
and B,) be subgradients of the Lagrangean dual prob-
lem. Then, to derive iteration k + 1 of the subgra-
dient optimization procedures, the multiplier vector,
nk = (M;bs /“Lz, /*L?’ /’L?buvv I"Lgv’ /’l’g’ MZ, Mg) iS llp-
dated, which gives us 75! = 7% 4 r*gk. The step size
t* is determined by ** = o - (Z& — Zp(")) /11" 112,
where Z{’P is the primal objective function value for a
heuristic solution (an UB on Zip), and o is a constant,
O<o<2.

Table I shows that the time complexity with a maxi-
mum number of iterations n and for a time complexity
of O(n|B| |V|?), is dominated by sub-problem (SUB3),
which is solved by the minimum sum of the Bellman—
Ford algorithm for all nodes.

Wirel. Commun. Mob. Comput. (2008)
DOI: 10.1002/wcm



FAIR INTER-TAP ROUTING AND BACKHAUL ASSIGNMENT FOR WMN

Table I. Time complexity of backhaul assignment and TLBF routing algorithms.

Sub-problem/procedure Time complexity Description

(SUB1) |V||B| |V| sub-problems, each of which finds the minimum weight of the assigned backhauls

(SUB2) |VIIL] To find the minimum weight of outgoing link (u, v) for |V| TAPs

(SUB3) |B||V|? To find the minimum shortest path to the candidate backhauls | B| for |V| TAPs

(SUB4) |L| To find the minimum value per iteration for |L| links

(SUBS) |B| To find the aggregated flow for | B| backhauls

(SUB6) | B] To find the backhaul assignment for | B| backhauls

WBA and GLBR [V|?- E, To assign the backhauls, find the minimal cost of links adjacent to a tree and the
aggregated flow of backhauls for | V| nodes

LRA* n|B||V|? Iterated n times, which denotes the number of LR iterations, to find the weight of the

minimal routing path to the candidate backhauls | B| for |V| TAPs

*The term ‘LRA’ denotes as LR-based approach.

Step 4. Repeat Steps 2—3 until all candidate back-
hauls have been checked.

Step 5. Afterall backhauls have been assigned, the
LR-based TLBF heuristic is used to obtain
the primal feasible solution for backhaul
assignment and TLBF routing problems.

(b) TLBF routing problem. Once all the back-
hauls have been determined, two FI constraints,

(17) and (18), are critical to achieving a load-

balanced forest. Initially, a node’s weight, ¢; =

4.2. Primal Feasible Solution

A feasible solution is found if the decision variables of
the result are satisfied by the constraints of the primal
problem Zp. The LR-based approach and subgradient
method both obtain a theoretical LB and provide some
hints about a primal feasible solution.

(a) Backhaul assignment. When a backhaul remains
undetermined, information provided by the LR-

Optimal Solution

based approach is adopted to assist the assign-

ment of the backhaul to the maximum number of

connected TAPs. The procedure is illustrated in

Figure 6.

Step 1. Let the dominant set B = { }.

Step 2. Select the maximum weight value
Ysev (X er Wipuo T o) Sptuev)
—ud) > pepy, xp) based on the hints
provided by sub-problem (SUB3), and
each TAP route to an assigned backhaul b.

Step 3. If the remaining budget is sufficient to in-
stall this backhaul b, let B= BU b, np =
1,and ¢ = ¢ — cp.

Primal Problem Z,,
uUB
Adjust L

‘ ? Multipliers(u)

Lagrangean Relaxation /_\'l Lagrangean
\_/ Dual Problem

Problem Z,,
Subproblem
_ |SUBb|

LB

Optimal Solution

Fig. 6. The procedures of LR approach.

Copyright © 2008 John Wiley & Sons, Ltd.

(13 + Xpes Cumper Moo + Hsp))vs - Is ad-
justed according to the multipliers, after which the
current minimal aggregated flow of the backhaul is
considered. The minimal aggregated flow over the
incoming link to the backhaul is found, as well as
the minimal adjacent link’s flow to the sub-tree for
the specified branch. Accordingly, the flows, ag-
gregated for the backhaul and for the branches, are
updated iteration by iteration until all TAPs have
been assigned to a backhaul. This procedure is de-
scribed as follows:

Step 1. Adjust the weight of the node ¢ = (u3 +
Yben Cwwer Ko T Hap) Vs-

Step 2. Find the current minimal aggregated flows
of the backhauls b, the minimal aggregated
flow of the incoming link to the backhaul
and the minimal weight of the adjacent
links for the branch by the GLBR algo-
rithm (shown as Algorithm 2 in Section 3)
using the new weights from Step 1.

Step 3. Update the aggregated flow of the back-
haul and its adjacent branches.

Step 4. Repeat Steps 2-3 until all TAPs have been
assigned to a backhaul.

Accordingly, the procedures of LR-based approach
shown in Figure 6 obtain a near-optimal solution Zip.
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Table II. The relative experiment parameters.

Parameters Value Parameters Value
Maximum number of iterations (n) 10000 Maximum number of nodes 150
Improvement threshold 100 Initial scalar of step size (o) 2
LR converge degree 200 Fairness index (o and ) 0.9
All initial multipliers (i.e., uy ..., u8) 0 Power range 1

The initial parameters are listed as Table II. Six sub-
problems are optimally solved to obtain the LB. Once
heuristics have obtained the UB, Lagrangean multipli-
ers adjustments are made to the parameters that are
relative to LR. The greatest possible time complexity
is | B| |V|? per iteration.

4.3. A Distributing Adjusting Procedure

A distributed procedure for multiplier adjustment
is discussed. Prior to running the procedures of
multiplier adjustment, our GLBR enables us to
obtain the primal feasible solution (i.e., UB).
The subgradient value and the step size r* are
required for each multiplier adjustment. The sub-
gradient values (i.e., Zgp — by D _pep Collb — @,
b = DopePy X0 2apepy XpOpwn) T Yuw)y  Dsev
Zbeg zypepsb xp5p(u,v)ys - f(u,v), ZuEV f(u,b) - ,Bb,
dEpd ey f(i,b) — Band”|B| >, p B2 — T'?)can
be calculated at each node or at the node with backhaul
(i.e., the current selected backhaul is the CH). The
calculation of the step size ¥ requires the aggregation
of the subgradient values, which are then corrected
by the backhaul and exchanged with other backhauls
via a wired line network. The Lagrangean value for
each sub-problem is then sent to the current backhaul.
Accordingly, the step size #* is calculated by the back-
hauls, and then the values are broadcasted to its corre-
sponding service TAP nodes. The multiplier is adjusted
at each TAP node in preparation for the next iteration.

The detailed centralized and decentralized proce-
dures for the sub-problems of backhaul selection and
the routing assignment Lagrangean dual problem are
shown in the Appendix. The solutions by which the La-
grangean value and square subgradient values are ob-
tained for each sub-problem are described as follows:

Step 1. Initialize. Assign a nonnegative value to each
multiplier. Set the iteration counter, & , to 0.

Step 2. Examine stopping criteria. If the number of it-
erations has reached the given value, then stop;
otherwise, proceed with Step 3.

Copyright © 2008 John Wiley & Sons, Ltd.

Step 3. Solve via LR. The distributed algorithms de-
scribed above are used to solve sub-problems
(SUB1)—~(SUB®6). For each source node s, the
solution determines both the backhaul that
is to be selected and the routing path. For
each backhaul, it determines the branch ag-
gregated flow and backhaul aggregated flow.
For each link (u, v), an estimate is made at
each node v of its incoming aggregated flow
and determines which link will be selected for
transmission.

Step 4. Adjust multipliers:

a. For each source node s, calculate u;l],‘ and
ugk. For each backhaul b, calculate u?,
/Lgk, /sz, and ,ugk. For each tail of link (i, v),
each node v calculates ¥ and 13k, The
detailed procedures are described above.

b. k < k+ 1.

c. Go to Step 2.

5. Evaluation and Experiment Results

We generated a set of nodes, V, for each of two cases.
In the first case, we used a grid-based topology. In the
second, we randomly distributed TAP nodes within a
specific area. The maximum transmission range of each
node in either case was set to 1. The relative parame-
ters we used are given in Table II. When nodes are
randomly deployed, the connectivity of a network is
simply a function of the average number of neighbors.
The following two conditions are compared: (i) varia-
tions in the numbers of nodes; and (ii) variations in the
budgets.

The LR-based approach ensures that results lie in
the gap that falls between the UB and the LB, obtained
from the Lagrangean dual problem. For that reason, to
enhance the quality of our solutions, the gap was kept
as small as possible. Figure 7 shows the result of an LR
experiment, where the LB reached a near-optimal value
after approximately 1200 iterations. The gap in this
experiment was about 3.5%. As we were able to relax
some of the constraints in this experiment, we were
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Fig. 7. An example of LR experimental results, in which

optimization is bounded between the UB and the tightest LB,

with four given backhauls assigned on 11 x 11 grid graphs.
Here, the gap was equal to 3.5% and FI = 0.92.
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Fig. 8. Case 1) grid-based experimental results where UB-x
and LB-x denote the UB and LB with x backhauls, respec-
tively. The gap was less than 5%.

able to get a narrow gap, which meant that our proposed
algorithms determined a near-optimal solution.

(a) TLBF routing algorithm. The following exper-
iments tested the routing algorithm in networks
where the number of backhauls was given. The UB
and LB are denoted UB-x and LB-x, respectively,
where x denotes the number of assigned backhauls.
Experimental results for the first case, given 1, 2, or
4 backhauls, are depicted in Figure 8. The gap was
found to be less than 5%. In a simple case such as
this, when the number of nodes increases, the num-
ber of hops from a node to reach a given backhaul
increases. Normalized network flow increases as
the number of nodes increases. Thus, the minimum
normalized flows increases, and the curve tends to

Copyright © 2008 John Wiley & Sons, Ltd.
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Fig. 9. Case 2): Random-deployment results for the UB and
the LB. In this experiment, the gap is less than 10%.

increase exponentially. However, when the number
of backhauls is increased, the normalized flows are
reduced by the proportion of flows per backhaul
decreases.

Figure 9 shows the results from the second case,
the random-based experiment, with 1, 2, or 4 back-
hauls. The gap for this experiment case was about
10%, which is larger than the grid-based gap due to
different numbers of degrees for each backhaul and
to relaxation of FI constraints. This case showed
that our proposed algorithm was able to obtain the
objective value within 10% of the optimal value. In
this experiment, as the number of nodes increased,
the flows also increased. However, shorter paths
to backhauls were found by some TAPs. As a re-
sult, the aggregated flow was less than the flow in
a grid network. Traffic in the network is reduced
when TAPs have more choices when routing to the
egress.

(b) Backhaul assignment. The proposed WBA and
GLBR algorithms along with LR-based heuris-
tics compare favorably with the Lowest IDentifier
(LID) [28] and HD algorithms [8]. The LID algo-
rithm uses criteria to allow a TAP to become elected
as a backhaul if it has the minimum ID of nodes
within a neighborhood of H; hops. The HD algo-
rithm elects the TAP that has the highest degree in
its Hg-hop’s neighboring nodes as a backhaul. Once
the backhauls are elected, the GLBR algorithm is
adopted to solve the TLBF problem for these back-
haul assignment algorithms. Figures 10-12 show
Experiment results for budgets of 3, 5, and 7 price
units that demonstrate the quality of our proposed
algorithm WBA.
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Fig. 10. Results for ¢ = 3. There were no feasible solutions
for the LID and HD algorithms. Thus, there are no experi-
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Fig. 12. Results for ¢ = 7.
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Figure 10 shows experimental results for ¢ = 3.
The gap was less than 35%. The LID and HD
algorithms do not select backhauls according
to gravitation, so the FI was violated in this
condition. Though the LID and HD algorithms do
not give feasible solutions, our proposed algorithm
obtained a feasible solution and lower aggregated
flow as it selects backhauls based on the traffic
requirement gravitation.

Figure 11 shows experiment results for ¢ = 5.
The gap was less than 32%. The flow increased
linearly. Lower aggregated flows were seen for
WBA than for the GLBR algorithm with given
backhauls, demonstrating that it reduces the
network traffic flow. The LR-based approach is
better than the proposed GLBR plus WBA algo-
rithms by 20%, however, it should be mentioned
that the time complexity is higher than that of
the proposed algorithms. Use of the proposed
algorithms resulted in a 10% improvement in the
performance.

Figure 12 shows the experimental results
for ¢ =7. The gap was less than 40%. Due
to increases in the budget, the gap was larger
than that for previous experiments. The per-
formance of the HD algorithm performed
approximately as well as our proposed algorithms
alone, but LRA obtained more than a 10%
improvement.

The UB is obtained by the feasible primal feasi-
ble solution. The solution could be any algorithm that
fulfills the constraints in primal problem. Its value is
higher than the real optimal objective value. Oppo-
sitely, the LB is calculated by the Lagrangean dual-
mode problem, where some constraints are relaxed. In
addition, the dual-mode problem is divided into many
sub-problems. Thus, its value is lower than optimal
value. Only when the solution is close to the optimal so-
lution, the LB is close to optimal value. In other words,
it means the subgradient value is approach to 0. The
LB is also affected by the multipliers, which is ad-
justed by the sub-gradient method toward the optimal
solutions.

Based on the above explanation, the LR approach,
which provides a serial procedures to solve the opti-
mization problem, could be applied to any schemes
to solve the problem or any partial of issues. In
this paper, we focus on two major issues: (i) back-
haul assignment issue and (ii) load-balanced routing
issue.
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e When (ii) is considered, the backhauls are as-
signed and then compare how well a routing
algorithm to achieve higher performance. Thus,
we device our load-balanced scheme to get better
performance.

e When (i) is considered, the routing algorithms are
fixed with our proposed GLBR scheme and then
compare the backhaul assignment schemes so that
the comparable bench mark is fair.

However, the gap (the distance of UB and LB) is still
different between (i) and (ii) because they have differ-
ent sets of constraints, decision variables, and given
parameters. The solution schemes are also different to
cause the differential UB and LB.

6. Conclusions

The two algorithms proposed in this paper, WBA and
GLBR, in conjunction with an LR-based approach,
solve the ‘backhaul assignment’ and ‘TLBF’ prob-
lems. The WBA algorithm handles backhaul assign-
ment, while GLBR algorithm handles fairness and ca-
pacity limits. Using these algorithms yields not only
the minimum objective function value and balances
branch loads of the backhauls, but also achieves nearly
equivalent amounts of flow between backhauls. The
proposed algorithms were evaluated by comparisons
with the LB, obtained from an LRA. The TLBF ex-
periment results demonstrated that the proposed algo-
rithms arrive at near optimal solutions with gaps of
less than 5% for a grid-based topology, and less than
10% for a random-based topology. The backhaul as-
signment plus TLBF experiment results demonstrate
that the WBA plus GLBR algorithms and LRA obtain
10 and 30% improvement with gaps of less than 40%.
The greatest time complexity for these approaches is
O|B| V).

In this paper, we focus on the experiments to the ma-
jor issue with LR approach. This approach focuses on
the heuristic algorithms. The quantities of the solutions
are evaluated by the duality gaps. The reason random
graphs were used because this is one of most general
way to compare how better the proposed algorithms. As
the algorithms performed well in these graphs, actual
wireless network graphs could be simulated and eval-
uated. Future work can integrate the proposed method
into simulation tools, such as NS2, to determine such
advanced solutions.

Copyright © 2008 John Wiley & Sons, Ltd.

Appendix : The Six Sub-Problems of
Backhaul Assignment Plus TLBF Routing

Each of the following six sub-problems, generated from
the Lagrangean dual problem Zig, is related to a de-
cision variable. The distributed solutions by which the
Lagrangean value and square subgradient values are
obtained for each sub-problem are described as fol-
lows.

Sub-problem (SUB1), related to decision variable zg.
Objective function:

Zsus1 = min {Z > (mdy + uﬁ)sz} (SUB1)

seV beB

subject to Equation (2).

This sub-problem, related to zy,, is further decom-
posed into |V| sub-problems, solved by first sorting
the weights (pt_lb + uf) for each node s, and then by
selecting the minimum weight, thus setting z,, equal
to 1 according to Equation (2). The minimum objec-
tive value of sub-problem (SUB1), summarized for all
sevV.

For iteration &, let u ¥ be the multiplier that rep-
resents the relation between node s and backhaul b,
and let zﬁb be the solution to sub-problem (SUBI).
To select a backhaul b for node s, the multiplier

,uél,b must be updated to ptl(k+1), as determined by

,uél,l(,kﬂ) = plk+ tk( = pery, p) Subsequently,
the node selects the minimum value that allows z%; to
be set to 1, and it then transmits this value to its current
backhaul. In iteration k, the decision variables z's‘b and
x]; are recorded at node s. The step size ¥ was received
from the backhaul.

Let coefX be the subgradient value zg — > pepy Xp
for node s to backhaul b. The decision variable is
solved by (SUB3), to be presented in the following
paragraphs. Accordingly, this sub-problem is solved at
node s, which then sends the Lagrangean value Zsyp
and square subgradient values coe fslbk to the backhaul.
Sub-problem (SUB2), related to decision variable
Y(u,v)-

Objective function

=) T (T3

lusbuv ) Y(u,v)
(u,v)eL \seV beB
(SUB2)
subject to Equations (8)—(11).
This sub-problem, related to y, ), can be further

decomposed into |L| sub-problems. The following
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procedures determine the solution.

Step 1. Let,, ) denote the weight of link (u, v) results
in Q(M»U) = ZXGV ZbEB _/“l’?buv'

Step 2. Search the minimum weight 6, ,) of each in-
coming link of each node, v. We then assign
the value of y(, ) = 1 and assign the value of
Y(u,v) = 0to all other links thus fulfilling Con-
straints (8)—(11).

Step 3. Sort the weight 6, ) for all yq, ) = 1.

Step 4. Reset the last minimum weight yq, ) = 1.

Step 5. Iterate to calculate the objective value of sub-
problem (SUB2).

For iteration k, let /LA ‘pup DE the multiplier used for the
relatlon between node s and backhaul b on link (u, v),
let xvhu , be an array for the recording of the links (u, v)
that are used for the routing path that extends from
node s to backhaul b, and let y(u ) be the solution
to sub-problem (SUB2). When an outgoing link for
node u 1s to be selected, the multiplier is then updated

4(k+1) . 4(k+1)
o, 1o ,us,guv , as determined by ,us,guv

/st,w + tk( ZPEbe Xp8pu,v) — y(u,v)). The variables
u?{fuv, x’s‘buv, and yé‘u,v) were previously recorded at

from M

node u, and the step size t* was obtained from the
backhaul. After determining the multiplier, for node
u the outgoing link y{‘u y) 18 set equal to 1 based on
the minimum value of 3"y, 3>, p u¥ and in accor-
dance with the Constraints (8)—(10). We let coef* by
be the subgradient value for each link (u#, v) on the
path from node s to backhaul b. Solving the decision
variable vauv is done by means of (SUB3), which is
detailed in the following paragraph. Accordingly, this
sub-problem (SUB2) is solved at node u, which then
sends the Lagrangean value Zgygp; and square subgra-
dient values coe ffhk to the backhaul.

Sub-problem (SUB3), related to decision variable x .
Objective function

Zsups = ming y Z( D W+ Y8 p

se€V beB (u,v)eL

—Mz Z xl’)

PEPsp

(SUB3)

subject to Equation (5).

This sub-problem is related the ‘to-be-determined’
path, x,, and can be further decomposed into |V]|
sub-problems. Each sub-problem is a shortest path

Copyright © 2008 John Wiley & Sons, Ltd.

problem solved by considering the link weight
el (100 + 1430Vs)8p(u,wy that subtracts the
multiplier value ;Lf.. It can be easily solved by the
Bellman—Ford algorithm for each node to one of back-
hauls B. The aggregation of these minimum values of
all TAPs, s, forms the objective value of sub-problem
(SUB3).

The traffic requirement y; for node s is initially
broadcasted to all nodes that are situated within H;
hops, as constrained by Equation (11). For itera-
tion k, wX is the multiplier for the traffic load on
link (u, v), and xll‘, is the solution to sub-problem
(SUB3) in iteration k for that path p that is selected
to route from node s to the backhaul b. In deter-
mining the route to the backhaul b, the multipliers
,ug’l];, M‘s‘,fuv, and /1, are adjusted. The values of

the multipliers w, 3k and /Lj;ﬁtl) are found using
the procedures that were described in the previous

subsectlon uu(ka) is determined by MS(HI)

Muu + ( Zsev EbeB ZpePsb Xp8pu,v)Vs — f(u,v))~
The varlables pik w3k, and yy are recorded at node
u and /L
the link cost is calculated according to usbuu + ,uquA
along the links from node s routing to the backhaul b.
We use the distributed Bellman—Ford algorithm to find
the routing path with initial cost — Mg;lf and maximum
H; hops. The minimum cost of the path is equal to the
value of the Lagrangean of sub-problem (SUB3) for
node s.

Let CD'((u’v)
routing paths and the coefX is the subgradient value
@é‘”’ v~ f(I;,U) for a link (u, v) that is on the path from

k is recorded at node s. Based on these data,

denote the aggregated flow for all selected

node s to backhaul b. The decision variable f(];’v) is
determined by means of (SUB4) later. Accordingly,
the sub-problem is solved at node s, which then sends
the Lagrangean value Zsyps and square subgradient
values coe fuk to the backhaul.

Sub-problem (SUB4), related to decision variable
f (u,v)-

Objective function

Zsups = min Y (MZO/Ebf(zu,b) — 1)+ 15, = D fum
(u,b)eL

Y A=) fuw)

(u,v)eL ,v#b

(SUB4)

subject to Equation (13).
This sub-problem, related to the aggregated flow
ftu,v), may be decomposed into two sub-equations
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ZSUB4‘1

|-
|

N .

(’(u.b) f(u.b)

Fig. 13. The objective function convex curve of sub-problem
(SUBA4.1).

(SUB4.1) and (SUB4.2).

Zsyps1 =min Y (Mza/Ebf(%,,v)
(w,b)eL

— (b + oy — 1)f(u,v))

Y(u,v)e L,be B (SUB4.1)
Zsupsz =minq ((1 - Mgu)f(u,v))
(u,v)eL
Vu,v)eL,v¢ B (SUB4.2)

The curvature of Sub-problem (SUB4.1), shown in
Figure 13, is a quadratic equation. We set the deci-
sion variable f, ) =0 when the coefficient (M;ﬁ, +
ug b 1) < 0; otherwise, we set the decision variable
faw = (18 + 13, — 1)/2u] o’ Ep for any backhaul b.

Sub-problem (SUB4.2) is a simple equation. We are
able to directly set the f{,, ) = 0 when the coefficient
(1 —u3,) > 0; otherwise, f(u,v) = C(u,v). The aggre-
gation of these minimum values of all links forms the
objective value of sub-problem (SUB4).

For iteration k, Mgk and ,uzk are the multipliers
for aggregated traffic on backhaul branch (u, b) and
on backhaul b, respectively. Let f be the solu-
tion to sub-problem (SUB4) in 1terat10n k that the
amount of traffic on link (u, v). To determlne the ag-
gregated flow f(u »)» the multipliers Mu b ub , and Mz,k
are adjusted. The procedures for updating the multi-
plier i, Sk+D) were described in the previous subsection.
The value of & b( D s determined by uﬁ(kH) ,ugk +
*(Xuey fauw — By) and )" is determined by

7(k+1
Y = W M By Yy fény — B3)- Both of
these multipliers ugk and MZk are recorded at back-
haul b. For each link adjacent to the backhaul, the

Copyright © 2008 John Wiley & Sons, Ltd.

link aggregate flow is calculated by (SUB4.1); for
all other links, it is calculated by (SUB4.1). A node
u that is adjacent to the backhaul passes the value
M% to the backhaul. Accordingly, the backhaul b sets
the decision variable f, 5 = 0 when the coefficient
(Mb + “ub —1)=<0; otherwise, the decision variable
is set fu,p) = (,uh + ,uub — 1)/2uzko/Eb. Any node
u that is not adjacent to the backhaul sets the decision
variable f{, ) = 0 when the coefficient (1 — pu),) > 0;
otherwise, f(,v) is set equal to C(,, ). The aggregation
of these minimum values of all links («, v) € L forms
the objective value of sub-problem (SUB4).

Let coe b6k be the subgradient value
Y ouev f(u’ b) — Bf and coe fbk be the subgradient
value ' Ep Y,y f(u,b) ,Bb for a link (u, b) adjacent
to the backhaul b. The decision variable ﬂllj is solved by
(SUBS) in the following paragraph. Accordingly, this
sub-problem is solved at node u and at the backhaul
b. Node u subsequently sends the Lagrangean value
Z sy 4 and the square subgradient values coef;; 5k {0 the
backhaul.
Sub-problem (SUBS), related to decision variable .
Objective function

Zsups = min {Z (,U«hﬂb + (u|B] — MZ),B%) }

beB
(SUBS)
subject to Equation (20).

This sub-problem is related to the aggregated flow
of backhaul b, B, and can be further decomposed into
| B| sub-problems. The aggregated flow of a backhaul
b is less than the link capacity times the number of
branches, which means the maximum value of 8, is
less than 3, 4c Cu,b)- The curve of sub-problem
(SUBS), shown in Figure 14, is a quadratic equation
that enables us to set the decision variable 8, = 0 when
the coefficient u8«”|B| — MZ > 0; otherwise, it is set
to the maximal value ) -, 4o, Ciu,p) to get the minimal
objective value.

For iteration k, let 48 be the multipliers for ag-
gregated traffic of all backhaul b. Let ,6’; be the so-
lution to sub-problem (SUBSY) that is the aggregated
traffic flow of backhaul b. In order to calculate the ag-
gregated flow ,8’;, the multipliers ;sz and u8 are ad-
justed. The updated multiplier 3*+1 is determined by
pSED = 8k 4 k(| B| S, g B2 — T'%). The multi-
plier Mgk is recorded at backhaul b, to be used to cor-
rect the square of the traffic requirements of all source
nodes and the square of the aggregated traffic from
all backhauls. Next, the minimal sub-objective value
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Z SUB3
' TN
>
C'(u.,b)
B,

Fig. 14. The objective function’s convex curve of (SUBS).

is found at each backhaul based on the solution for
(SUBS). The aggregation of all of the minimum val-
ues for backhaul b forms the objective value of sub-
problem (SUBS). Let coe ffk be the subgradient value
o"|B|>",cp B2 — T2 The Lagrangean value Zsugs
and the square subgradient values coe ffk are sent to
the backhaul.

Sub-problem (SUB6), related to decision variable 7.
Objective function

Zsups =min{ > 1y — Y g, |

beB seV
(SUB6)
subject to 7 is a 0-1 decision variable.

Related to the backhaul assignment 7, this sub-
problem is further decomposed into | B| sub-problems.
Each sub-problem is solved by sorting the weight
wrep =3 sev M ib? then selecting the minimum weight
to set the 1, equal to 1 before the total cost is larger
than the budget. For other unselected backhaul b, n;
is set to 0.

For iteration k, let ;2% be the multipliers for budget
of the network. Let T)’Z be the solution to sub-problem
(SUB6) that is whether a backhaul b is assigned. In or-
der to calculate the value nlg, the multipliers ,uy; and

w?* are adjusted. The updated multiplier MiEkH) is
determined by M},g‘“) = nlk + t*(zs — np). The up-

dated multiplier ;22* is determined by 2%+ = 1k 4
tk(zbeg ¢pnp — @). The multipliers usl{)‘ and u2k is
recorded at backhaul b, to be used to correct the square
of the backhaul selections of all source nodes and the
square of the build-up costs from all backhauls. The
weight wlep — Y osev u;b is calculated in each node
and exchange with neighbor node to compare the max-
imum weight and selected as backhaul within Hj, hops
and the value of 77’,; is set to be 1, otherwise 0.

For subgradient method, let coe Slbk be the subgradi-
ent value zg, — 1p and coef 2k pe the subgradient value
> bep Ppnp — @. Both coefslbk and coef?* are calcu-
lated in each candidate backhaul.

Copyright © 2008 John Wiley & Sons, Ltd.
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