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Abstract This paper proposes a prioritized call admission
control (CAC) model to support soft handoff calls with
quality of service (QoS) assurances for both the uplink and
downlink connections in a CDMA system. CAC is
formulated as a combinatorial optimization problem in
which the problem objective is to minimize the handoff
forced termination rate. The model, which is based on the
adaptive channel reservation (ACR) scheme for prioritized
calls, adapts to changes in handoff traffic where the
associated parameters (reserved channels, and new and
handoff call arrival rates) can be varied. To solve the
optimization model, iteration-based Lagrangean relaxation
is applied by allocating a time budget. We express our
achievements in terms of the problem formulation and
performance improvement. Computational experiments
demonstrate that the proposed ACR scheme outperforms
other approaches when there are fewer rather than more
channels, and it reduces the handoff call blocking rate more
efficiently when the handoff traffic is heavily loaded.
Moreover, the model can be adapted to any kind of
reservation service.
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1 Introduction

Demand for wireless communications and Internet applica-
tions continues to grow rapidly; hence, efficient call
admission control is essential. The code division multiple
access (CDMA) protocol, which provides a high-capacity
mobile communications service, has the advantages of
large-system capacity and soft handoff (SHO). Actually,
handoff is an essential and complicated process in mobile
cellular communication systems. Tripathi et al. [1] provide
a comprehensive review of handoff approaches as well as
the following related issues: (1) deployment scenarios, e.g.,
macro/micro cells; (2) resource management tasks, e.g.,
channel assignment and power control; (3) implementation
protocols, e.g., network-controlled or mobile station (MS)-
controlled protocols; and (4) evaluations, e.g., analytical
and simulated approaches. In CDMA systems, SHO is so
called to distinguish it from the conventional hard handoff
(HHO) process. Wong and Lim [2] provide an overview of
SHO, and consider the advantages and disadvantages of
using SHO instead of HHO. They also discuss the tradeoff
involved in selecting system parameters for the handoff
process.

SHO is a characteristic of CDMA systems. By consid-
ering SHO when admitting a call request, an MS can
maintain simultaneous connections with more than one
base station (BS). MS is allocated a downlink channel at
each BS, and the information transmitted on each channel is
the same. Moreover, an MS combines diverse downlink
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paths, regardless of their origin. Therefore, SHO plays an
important role in CDMA systems, as it enables MSs near
the cell boundaries to use the same signals to transmit to,
and receive from, more than one BS. By combining the
signals from several BSs with macro-diversity, the signal to
interference ratio (SIR) can be improved and thereby extend
cell coverage. In this way, the communication quality,
which is dependent on the SIR, can be enhanced, and the
transition from one BS to another BS will be smoother than
under conventional HHO. In [3], the proposed analytical
model shows that SHO improves coverage by a factor of 2
to 2.5. To further investigate the characterization of SHO,
some researchers have focused on how the SHO region
affects system performance [4–6]. A simple result indicates
that the larger the SHO region, the better MSs in the
cellular network will function [5]. A much more extensive
study in [6] examines the relation between the handoff call
attempt rate and the channel holding time. The performance
is evaluated as a function of the size of the SHO region and
the overlap ratio of the region, as well as the mean cell
residual time. Sectorized CDMA systems employ another
kind of SHO called softer handoff, which is a handoff
process between two sectors in the same cell under a non-
ideal antenna radiation pattern. The overlapping of the
sector antenna patterns causes additional interference, and
the sectorization gain is smaller than the number of sectors
[7, 8].

In a SHO zone, MS applies maximum ratio combining
(MRC) of the contributions from involved BSs, such that
the addition of energy-to-interference coming from those
BSs must be larger than a target value at MS. The diversity
gain for MSs must be considered. Two assumptions are
possible to represent the handoff gain, they are the features
of UMTS [9] and have been widely applied [4, 10–12]: (1)
the transmission power signal from each involved BS is the
same. If an MS is in a handoff zone in which two BSs (BS
1 and BS 2) are involved, under SHO, the first assumption
implies that the transmitted power signal from BS 1 to the
MS is same as the power signal from BS 2 to the MS. This
is because the MS is equipped with a Rake receiver capable
of performing MRC of the signals it receives from the
transmitting BSs; (2) the energy-to-interference contribu-
tions from involved BSs are the same. They are used to
simplify the modeling of the MRC mechanism and have
been widely applied [4, 9, 13]. We denote Λ as the SHO
factor (SHOF), which is the number of BSs involved in the
SHO process for an MS. With perfect power control, the
transmitted power from BS to MS should be proportional to
the interference, and the power can be adjusted so that it
has the same shape as the total interference. Specifically,
the mechanism of power adjustment changes the power as
the level of interference changes; therefore, the power will
be high if there is a large amount of interference.

Handoff is an essential process, because of rejection
of a SHO request results in forced termination of an
ongoing service. A number of channel reservation
approaches have been proposed to reduce the blocking
of handoff calls [14–16]. However, they focus on general
cellular mobile networks, not CDMA systems. In [14], for
example, prioritized channel allocation methods are
presented only for a single-cell system and one cluster of
a multi-cell system. Baccelli et al. [17] propose admission
control-based capacity analysis in terms of CDMA system
load, the aim of the analysis is to maximize the system
capacity that users are served at a given bit rate, or to offer
users with maximal bit rate that the number of user is
given. In [17], stochastic geometry was used to prove that
the admission control algorithms provide scalability for
large network. Stochastic geometry is also a powerful tool
applied in [18]. However, the capacity analysis [17] is
only focused on downlink. In general, jointly analyzing
the downlink (DL) and the uplink (UL) with maximal
power constraints will be more realistic.

The call admission control (CAC) problem in CDMA
systems has been discussed from the perspective of UL
analysis [19–24], while Elayoubi et al. [23] proposed
measurement-based CAC approach to manage priorities
between handoff and new calls. In [20, 24], for example,
they consider channel reservation for handoff calls, and
reserve a fixed number of channels at each BS. Generally,
these methods give priority to handoff calls over new calls
under the so-called cutoff priority scheme (CPS), and do not
adapt to changes in the handoff traffic. Complete sharing
scheme (CSS) [22] is the simplest way to give priority to
handoff calls and reserve some channels for calls being
handed off into the cell. The CSS allows each traffic class to
access all channels; although it utilizes available channels
efficiently, it cannot guarantee quality of service (QoS) for
each class. To reduce the blocking of handoff calls, the CPS
[20, 24], where some channels in each cell are reserved for
handoff calls, is used to avoid unnecessary blocking of such
calls. The remaining channels are shared by both handoff and
new calls. This scheme, however, fails to guarantee new call
the prescribed level of QoS, but it always keeps some of the
available channels for the exclusive use of handoff calls.
These channels are called guard channels. We assume
there are C channels in a cell and g channels are reserved
for handoff calls. Other C–g channels are assigned to both
handoff and new calls, they are called ordinary channels.
Actually, the channel utilization can be maximized if the
number of guard channels is dynamically allocated under
various handoff loads. However, the CAC schemes
proposed in those articles above are not dynamic guard
channel (DGC).

In contrast to [20, 24], Haung and Ho [16] proposed a
distributed call admission algorithm that offers DGC for
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personal communication service (PCS) network, where
the parameters (e.g., number of channels, new and
handoff call arrival rates) of cells can be varied. The
algorithm adapts the number of guard channels in each
BS according to the estimate of the handoff call arrival
rate, and is based on the moveable boundary scheme that
dynamically adjusts the number of channels for different
types of traffic. They considered traditional PCS net-
works, which are different from CDMA-based networks.
Actually, the definitions on channel, QoS, interference
model, and handoff for CDMA are different from
traditional systems, such as 2G and 2.5G. In CDMA
systems, multi-access interference is a function of the
number of users and is a limiting factor in ensuring QoS.
The CAC mechanism relies on the “soft capacity”, as
determined by the level of multi-access interference, and
is often characterized by the SIR. The interferences are
comprised of inter- and intra-cellular interferences as
well as background noises. The MSs served by neigh-
boring cells generate inter-cellular interference, while
active MSs in the coverage area generate intra-cellular
interference. This situation requires that the interference
caused by BS must be lower than pre-defined threshold
to ensure communication QoS. Because the capacity of
CDMA systems is bounded by interference, a key issue
of capacity management relates to how an interference
model is defined. An overview of SHO is given in [2];
SHO-based CAC is different from HHO-based CAC.
Huang and Ho’s approach is not directly applicable to
CDMA.

Nasri and Altman [25] focused on the SHO that is
dedicated in CDMA-based systems. They proposed a fuzzy
logic controller for dynamically controlling SHO parame-
ters; the controller translates human linguistic rules into
simple mathematical equations. Using the Q-learning
algorithm is to adapt the controller to any network situation.
Even the controller continually learns the best parameter-
ization in each network situation; readers cannot understand
how the proposed mechanism outperforms existing
approaches. In this paper, we consider the prioritized
channel allocation problem in general multi-cell environ-
ments, which is to minimize the weighted average blocking
rate of handoff calls while satisfying the pre-specified grade
of service (GOS) for new calls and the co-channel
interference constraints. Our paper focuses on optimal
channel allocation under various network loads. We
propose an adaptive channel reservation (ACR) scheme
for prioritized SHO calls with QoS assurance (i.e., the SIR
requirement). In addition to proposing ACR scheme, we
make comprehensive comparisons to show that the pro-
posed scheme outperforms existing channel allocation
approaches. For simplicity, in our experiments, we focus
on voice call requests to optimize the handoff call

performance. To manage the system performance effective-
ly, Lagrangean relaxation approach and the subgradient-
based method are applied.

The remainder of this paper is organized as follows. In
Section 2, we review the background of CDMA CAC,
including the SIR models, performance metrics, and the
problem formulation. The solution approach for the
proposed model is described in Section 3. Section 4
contains the results of our computational experiments and
a sensitivity analysis. Finally, in Section 5, we summarize
our findings.

2 ACR-based CAC

2.1 SIR model

In a CDMA environment, all users communicate at the
same time and on the same frequency, so each user’s
transmission power is regarded as a part of the other users’
interference. Thus, CDMA is a kind of power-constrained
or interference-limited system. With perfect power control
and an interference-dominated system, we can ignore
background noise. As shown in Fig. 1, we consider the
SIR in terms of the UL interference and the DL interference
caused by signals transmitted from MS to BS and from BS
to MS respectively.

Let WUL (WDL) be the system bandwidth and dUL (dUL)
be the traffic data rate for the UL (resp. DL); and let zNjt and
zHjt zjt ¼ zNjt þ zHjt

� �
be the decision variables of new and

handoff calls, respectively. Both variables are 1 if BS j
admits MS t (t ∈ T, T is MS set), and 0 otherwise. We
assume that the UL power is perfectly controlled, which
ensures that the power received at BS j is the same
(constant value) for all MSs in the same traffic class-c.
Denote PUL

c tð Þ as the UL power signal received at a BS from
MS t in traffic class-c(t); and denote Djt as the distance
from MS t to BS j. The received SIR, SIRUL

j;cðtÞ of the UL is
given by Eq. 1, where θUL is the UL orthogonality factor
and aUL

cðtÞ is the UL activity factor of traffic class-c(t); the
given attenuation factor τ=4. The UL processing gain is
given by GUL ¼ WUL=dUL. The first and second terms of
the denominator in Eq. 1 represent the intra- and inter-cell
interference, respectively. A very large artificial constant
value V in the numerator is used to satisfy the SIR
constraint. For MS t to be admitted by BS j (zjt=1), the
SIR value must be larger than a pre-defined threshold, i.e.,
bit energy-to-noise ratio (BENR). If MS t is rejected (zjt=0),
the constraint BENR≦SIR can be ignored, where
V >> PUL

cðtÞ, V >> PDL
c tð Þ. For example, in the direction

of the UL in Eq. 1, if MS t is to be admitted by BS j
(zjt=1), the SIR value SIRUL

j;cðtÞ is calculated to determine
whether the SIR constraint is satisfied. In the scenario
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where MS t (zjt=0) is ejected, the SIR value is always larger
than BENR (BENR<<SIR) because the value V is a
dominant; therefore, SIRUL

j;cðtÞ is calculated with a very large

value. This implies that the constraint BENR≦SIR can be
ignored because the constraint is always satisfied.

SIRUL
j;cðtÞ ¼

WUL

dULcðtÞ

PUL
cðtÞ þ 1� zjt

� �
V

1� qUL
� � P

t02T
t0 6¼t

aUL
c t0ð ÞP

UL
c t0ð Þzjt0

� �
þPj02B

j0 6¼j

P
t02T
t0 6¼t

aUL
c t0ð ÞP

UL
c t0ð Þ

Dj0 t0
Djt0

� �t
zj0t0

ð1Þ

In the DL case, the notations used are similar to those in
the UL model. Applying the SHOF Λt ¼

P
j2B d

H
jt , where

dHjt is an indicator function if MS t is in the SHO zone of

BS j and perfect DL power control is assumed, the received
SIR, SIRDL

j;cðtÞ, of the DL is given by (2).

SIRDL
j;cðtÞ ¼

WDL

dDLcðtÞ

ΛtPDL
cðtÞ þ 1� zjt

� �
V

1� qDL
� �P

t02T
t0 6¼t

aDL
c t0ð ÞP

DL
c t0ð Þ

Djt0
Djt

� �t
zjt0 þ

P
j02B
j0 6¼j

P
t02T
t0 6¼t

aDL
c t0ð ÞP

DL
c t0ð Þ

Dj0 t0
Dj0 t

� �t
zj0t0

ð2Þ

2.2 CAC architecture and performance measure

Rejection of a SHO request results in forced termination of
the current service. In [20, 24], the authors consider channel
reservation approaches for handoff calls under the CPS.
Generally, these approaches give priority to handoff calls
over new calls, but they do not adapt to changes in the
handoff traffic, i.e., adaptive channel reservation. Although
Haung and Ho [16] propose a DGC approach that adapts
the number of guard channels in each BS according to the
estimate of the handoff call arrival rate, CDMA CAC is not
considered. Because the MRC mechanism is applied in the
SHO zone, in this section, we present a system architecture
that supports prioritized CAC in CDMA systems.

As an MS in the SHO zone applies MRC contributions
from the involved BSs, the BENR addition of those BSs
must be larger than the target value of MS. The diversity
gain of MSs in the SHO zone must also be taken into
account. With perfect power control, on the UL, the power
PUL
cðtÞ received at BS j from MS t in traffic class-c(t) can be

adjusted to be a constant value. Specifically, the power
adjustment factor changes the power transmitted from MS
so that the power level will be high if there is a large amount of
interference. The situation is similar on the DL, where the
strength of the power signal received at MS from BS
maintains a constant value. To better understand the priori-
tized CAC model, related notations are detailed in Table 1.

For each BS j, denote lj ¼ lNj þ lHj as the total arrival
rate in a Poisson distribution, where lNj and lHj are the
arrival rates for new and handoff calls, respectively. In BS
j, denote gNj as the traffic intensity of admitted new calls
and gHj as the traffic intensity of handoff calls. To assess
the effect of traffic intensity on the performance analysis,
we denote ξj as the ratio of gNj to gHj in BS j. Figure 2
shows the prioritized CAC architecture for each BS, where
the CAC is manipulated based on SIR evaluation and the
ACR scheme. The proposed approach adaptively reserves
channels for prioritized handoff calls. It not only reserves
a different number of channels for each BS in terms of
the traffic load on a BS, but also provides runtime channel

j

'j

j tD

Reference BS

base station

mobile

t

't

' 'j  tD

'j tD

Interfering BS

power signal

interference

j

'j

Reference BS

t

't

' 'j  tD

'j  tD

Interfering BS

't 't

j tD

(a) (b)

Fig. 1 An interference scenario:
a UL interference; b DL
interference

780 Ann. Telecommun. (2009) 64:777–791



reservation. The call blocking probabilities (CBP) of
new and handoff calls in BS j are given by
BNj gNj ; g

H
j ;M

o
j ;M

g
j

� �
and BHj gNj ; g

H
j ;M

o
j ;M

g
j

� �
[14,

15], defined in Eqs. 3 and 4, respectively, where
gj ¼ gNj þ gHj . Both equations are derived from a
continuous-time Markov chain with birth–death process.
Admitted traffic intensity (gNj and gHj ) is a function of
admission decision variable (zNj and zHj ); the new call

intensity is expressed by gNj ¼ P
t2T z

N
jt =l

N
j

� �
� lNj =m
� �

¼P
t2T z

N
jt =m, while the handoff call intensity is expressed

by gHj ¼ P
t2T z

H
jt =l

H
j

� �
� lHj =m
� �

¼ P
t2T z

H
jt =m.

Providing reserved channels for existing/ongoing calls is
more important than admitting new call requests. If we give
priority to new calls, the forced termination of existing calls
would degrade the service level. The ACR scheme is very
useful since it gives priority to handoff requests. The adaptive
reserved channels that dedicated for handoff calls, Mg

j

(¼ Mj � fj
� �

, a ceiling function), among Mj channels
available in BS j are referred to guard channels, where fj is
the reserved ratio of Mj that must be determined. The
remaining Mo

j ¼ Mj �Mg
j

� �
channels, called ordinary chan-

nels, are shared by both new and handoff calls [15, 26]. When
a new MS call attempt is generated by BS j, it is blocked if
the number of free channels is less than or equal to Mg

j .

BNj gNj ; g
H
j ;M

o
j ;M

g
j

� �

¼
gj
� �Mo

j =Mo
j !þ gj

� �Mo
j
PMg

j

m¼1 gHj

� �m
= Mo

j þ m
� �

PMo
j

m¼0 gj
� �m

=m!þ gj
� �Mo

j
PMg

j

m¼1 gHj

� �m
= Mo

j þ m
� �

ð3Þ

BHj gNj ; g
H
j ;M

o
j ;M

g
j

� �

¼
gj
� �Mo

j gH
j

� �Mg
j
= Mo

j þMg
j

� �
!PMo

j

m¼0 gj
� �m	

m!þ gj
� �Mo

j
PMg

j

m¼1 gHj

� �m
= Mo

j þ m
� �

ð4Þ

In this paper, we focus on voice traffic, which consists of
new and handoff calls. It is assumed that the call holding time
of both types of calls is exponentially distributed with mean μ.
The locations of MSs are generated in a uniform distribution.

2.3 Adaptive channel reservation model

Capacity analysis by CAC has been conducted for the UL
connection, as the non-orthogonality that leads to the
limited capacity is in the UL [27]. However, asymmetric
Internet traffic has increased, so power allocation on the DL
is also an important issue. Theoretically, the capacity of the
DL and the UL is not equal [28]; thus, analysis of both
links is required under CAC.

In this section, we propose a prioritized CAC model,
which adaptively reserves channels for SHO calls with QoS
assurance of SIR requirements on both the UL and the DL.
To differentiate a new call from a handoff call, we denote
the calls as N and H, respectively. The two decision
variables zNjt , z

H
jt are mutually exclusive, i.e., zjt ¼ zNjt þ zHjt ,

where zjt=0 or 1. Other decision variables are defined in
Table 2. The objective function (P) is to minimize the
weighted handoff call blocking rate (CBR). We denote
CBR as ZP, which is a product of weighted handoff CBP
and admitted traffic intensity gH. A weighted handoff CBP

N
jλ

H
jλ 

Base Station j

Ordinary
Channels

Adaptive
Guard
Channels

New call

Handoff call

Admission
Controller

N
j

H
j

g

g
(SIR Evaluation)

o
jM

g
jM

Fig. 2 A prioritized CAC architecture

Table 1 The notations for the prioritized CAC model

Notation Description

lNj =l
H
j Mean arrival rate of new/handoff calls in a Poisson process

ξj Ratio of gNj to gHj in BS j

βj Threshold of call blocking probability (CBP) for new MS call requests in BS j

Ωj/Φj Threshold of service rate for new/handoff calls in BS j

Λt SHOF, which is the number of BSs involved in the SHO process for MS t.

μ Mean call holding time (in seconds) of call requests

F The set of ratios for guard channels

Mo
j =M

g
j The number of ordinary/guard channels in BS j

Mj The upper bound (UB) on the number of available channels in BS j

uNj =u
H
j The indicator function, which is 1 if MS t is a new/handoff call and covered by BS j; and 0 otherwise

wj The weight of the traffic load in BS j
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(PWHB) is defined in Eq. 5, where the weight is given by
wj ¼ gHj =

P
j2B

gHj .

PWHB ¼
X

j2B wjBHj gNj ; g
H
j ;M

o
j ;M

g
j

� �
ð5Þ

Objective function:

ZP ¼ min
X

j2B wjg
H
j BHj gNj ; g

H
j ;M

o
j ;M

g
j

� �
ðPÞ

subject to:

Eb

Ntotal

� �UL

cðtÞ
� SIRUL

j;cðtÞ 8j 2 B; t 2 T ð6Þ

Eb

Ntotal

� �DL

cðtÞ
� SIRDL

j;cðtÞ 8j 2 B; t 2 T ð7Þ

P
t2T z

N
jt

m
¼ gNj 8j 2 B ð8Þ

P
t2T z

H
jt

m
¼ gHj 8j 2 B ð9Þ

zNjt Djt � uNjt Rj 8j 2 B; t 2 T ð10Þ

zHjt Djt � uHjt Rj 8j 2 B; t 2 T ð11Þ

zNjt þ zHjt � 1 8j 2 B; t 2 T ð12Þ

zNjt � 1� uHjt0
� �

þ zHjt0 8j 2 B; t; t0 2 T ; t 6¼ t0

ð13Þ

BNj gNj ; g
H
j ;M

o
j ;M

g
j

� �
� bj 8j 2 B ð14Þ

Ωj �
P
t2T

zNjP
t2T

uNj
8j 2 B ð15Þ

Φj �
P
t2T

zHjP
t2T

uHj
8j 2 B ð16Þ

Mo
j þMg

j � Mj 8j 2 B ð17Þ

fj 2 F 8j 2 B ð18Þ

zNjt ¼ 0 or 1 8j 2 B; t 2 T ð19Þ

zHjt ¼ 0 or 1 8j 2 B; t 2 T ð20Þ

In a CDMA system, a BS with the required QoS on both
the UL and the DL connections serves each traffic demand.
For a UL connection with perfect power control, the SIR
value SIRUL

j;cðtÞ defined in Eq. 1 must be greater than the pre-
defined threshold Eb=Ntotalð ÞULcðtÞ, as shown in Constraint 6.
Perfect power control is also assumed on the DL. For each
call request of MS t in BS j, the threshold of the required
QoS is Eb=Ntotalð ÞDLcðtÞ, as shown in Constraint 7, where
SIRDL

j;cðtÞ is defined in Eq. 2. Constraints 8 and 9 check the
aggregate traffic intensity of new calls and handoff calls in
BS j, based on all granting MSs. Constraints 10 and 11
require that MS t must be in the coverage area of a BS j
with the transmission power radius Rj. Each call request
zjt=1 admitted under Constraint 12 must be either a new

call zNjt ¼ 1
� �

or a handoff call zHjt ¼ 1
� �

. Constraint 13

guarantees the priority of handoff calls. For each BS j, a new

call zNjt

� �
can only be accepted if all handoff calls zHjt0

� �
have been admitted and if the new call initiates uHjt ¼ 1

� �
,

which is the indicator function if MS t initiates a call request

Notation Description

fj The ratio of reserved (or guard) channels to the total number of available channels

gNjt =g
H
jt The aggregate (admitted) traffic intensity of new/handoff calls for BS j

zNjt The value is 1 if MS t is a new call and admitted by BS j, and 0 otherwise

zHjt The value is 1 if MS t is a handoff call and admitted by BS j, and 0 otherwise

Table 2 The decision variables
of the ACR-based CAC model
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to BS j; otherwise, zNjt is admitted directly if there are no
more handoff calls to be admitted (i.e., uHjt ¼ 0). Constraint
14 requires that each BS services new call requests under a
pre-defined CBP threshold βj. Constraints 15 and 16
stipulate that the service rate for new and handoff calls in
BS j must be fulfilled. For channel reservation, all available
channels are bounded by the value of Mj in Eq. 17. The
decision variable fj, which belongs to the discrete set F=
{0.1, 0.2... 1.0} in Constraint 18 is then applied. Constraints
19 and 20 enforce the integer property of the decision
variables zNjt and zHjt , respectively.

3 Solution approach

3.1 Lagrangean relaxation

Lagrangean relaxation (LR) is a solution approach that
solves mathematical optimization problems by decompos-
ing them to exploit their special structures [29]. LR has the
following significant advantages: (a) it is a very flexible
approach that decomposes models in several ways, and then
applies Lagrangean multipliers to each decomposition; (b)
when decomposing a problem, it solves core subproblems

as stand-alone models; (c) it permits users to set bounds on
the value of the optimal objective function and quickly
generate good optimal solutions with associated perfor-
mance guarantees; and (d) it can be used to develop
effective heuristic methods for solving complex combina-
torial optimization problems. The steps of the LR method
are as follows: relax complicating constraints, multiply
the relaxed constraints by the corresponding Lagrangean
multipliers, and then add them to the primal objective
function. As a result, the primal optimization problem is
transformed into an LR problem, which can be decom-
posed into several independent subproblems and solved
optimally. To obtain optimal solutions, we must itera-
tively adjust the Lagrangean multipliers to optimally
solve the Lagrangean dual problem. In addition, by
calculating the multipliers in all procedures, sensitivity
analysis of the associated constraints can be conducted.
We discuss this aspect in Section 4.2.

3.2 Solution procedure

Based on the LR, the primal optimization problem (P) can
be transformed into an LR problem (LR) in which
Constraints 6–9 and 13 are relaxed.

ZD v1jt; v
2
jt; v

3
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4
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X
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N
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� �
þ
X

j2B v
4
j lH=m

X
t2T z

H
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� �

þ
X

j2B
X

t2T
X

t02T
t0 6¼t

v5jtt0 zNjt � 1� uHjt0
� �

þ zHjt0
� �� �

;

ðLRÞ

subject to: Eqs. 10, 11, 12, and 14–20.
To simplify the expression of the problem, we define the

terms Adir
cðtÞ, B

dir, and Cdir
cðtÞ in 21, 22, and 23, respectively,

where dir means the UL and the DL connections. That is,
the (LR) problem is reduced to a (LR′) problem as follows:

Adir
cðtÞ ¼

Eb

Ntotal

� �dir

cðtÞ

1

Gdir
cðtÞ

ð21Þ

Bdir ¼ 1� qdir
� � ð22Þ

Ann. Telecommun. (2009) 64:777–791 783



Cdir
cðtÞ ¼ adir

cðtÞP
dir
cðtÞ ð23Þ
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subject to: Eqs. 10, 11, 12, and 14–20.
Furthermore, the (LR′) problem can be rewritten in terms of

(LR′-1), (LR′-2), and (LR′-3), where (LR′-1) and (LR′-2) are
associated with decision variables zNjt ; z

H
jt

� �
and gNjt ; g

H
jt

� �
,

respectively. As the term (LR′-3) is not related to the
decision variables, it can be calculated first. It is not part of

the procedure for optimally solving the problem (LR′), so we
drop it and add it back after solving the other subproblems.
The (LR′) problem is therefore decomposed into two
independent subproblems (SUB 1) and (SUB 2) related to
the above decision variables, both of which can be optimally
solved by the respective algorithms.
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subject to: Eqs. 10, 11, 12, and 14–20.

(23)

(LR′ − 2)
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Subproblem (SUB 1) related to decision variables zNjt , z
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subject to: Eqs. 10, 11, 12, 19, and 20.
To differentiate a new call from a handoff call and solve

this subproblem, let CoefNjt and CoefHjt be the coefficients

of the decision variables zNjt and zHjt defined in Eqs. 24 and
25, respectively.
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To optimally solve (SUB 1), we decompose it into |B|×|T|
subproblems, each of which solves decision variables zNjt
and zHjt by checking CoefNjt and CoefHjt respectively. For
each subproblem related to MS t in BS j, zNjt and zHjt are
mutually exclusive because zNjt þ zHjt � 1 is constrained by

Eq. 12. If both CoefNjt and CoefHjt are less than or equal to
zero, one of the decision variables will be assigned the
value 1, depending on the indicator function ujt. If,
however, CoefNjt and CoefHjt are both greater than zero,
both will be assigned the value 0. The four cases are
summarized in Table 3.

Subproblem (SUB 2) related to decision variables gNj ,
gHj , and fj

Table 3 Four decision cases for new and handoff calls

Case If Then

Coef Njt Coef Hjt uNjt uHjt zNjt zHjt

1 ≤0 ≤0 0 1 0 1

1 0 1 0

2 ≤0 >0 0 1 0 0

1 0 1 0

3 >0 ≤0 0 1 0 1

1 0 0 0

4 >0 >0 0 1 0 0

1 0 0 0

Table 4 Adjustment rules for prioritized handoff call decisions

MS t′ t

BS uNjt zNjt uHjt zHjt

j 0/1 0/1 0 0

0/1 0 1 0

0/1 0/1 1 1
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ZSUB2 ¼ min
X

j2B wjg
H
j BHjðgNj ; gHj ;Mo
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H
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subject to: Eqs. 14, 15, 16, 17, 18, and

gNj � gNj � gNj 8j 2 B; gNj 2 GSNj ð26Þ

gHj � gHj � gHj 8j 2 B; gHj 2 GSHj ð27Þ

The goal of (SUB 2) is to reserve channels for prioritized
handoff calls such that the weighted CBR of the calls can
be minimized. The decision variable fj is the ratio of
reserved channels to the total number of channels (Mj); and
the decision variables gNj and gHj are the admitted traffic
intensity in BS j for new and handoff calls, respectively.

They are limited by the discrete set GSNj ¼ gNj ; g
N
j þ

n
1=m; gNj þ 2=m; . . . : gNj � 1=m; gNj g, GSHj ¼ gHj ; g

H
j þ

n
1=m; gHj þ 2=m; . . . : gHj � 1=m; gHj g. Thus, Constraints
26 and 27 are introduced to solve this subproblem
effectively. (SUB 2) is further decomposed into |B|
subproblems, one for each BS j. We then exhaustively
search combinations of the sets GSNj , GSHj , and F to
calculate the minimal value of ZSUB2.

In summary, we transform the problem (P) into a dual
problem (D) by multiplying the relaxed constraints by the
corresponding Lagrangean multipliers v1jt , v

2
jt, v

3
j , v

4
j , v

5
jtt0 ,

and adding the modified constraints to the primal objective
function. According to the weak Lagrangean duality
theorem, for any v1jt, v

2
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3
j , v

4
j , v

5
jtt0 � 0, the objective value

of ZD v1jt; v
2
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3
j ; v

4
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5
jtt0

� �
is a lower bound (LB) of the

weighted handoff CBR (ZP). Thus, the following dual
problem (D) is constructed to calculate the tightest LB by
adjusting the multipliers.
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Then, the subgradient method is applied to solve the dual
problem. Let the vector S be a subgradient of ZD v1jt; v

2
jt;

�
v3j ; v

4
j ; v

5
jtt0 Þ at v1jt , v

2
jt , v

3
j , v

4
j , v

5
jtt0 � 0. In iteration k of the

subgradient optimization procedure, the multiplier vector π
is updated by pkþ1 ¼ pk þ zkSk. The step size ζk is
determined by " Z*P � ZD pk

� �� �
= Sk


 

2, where Z*P is an

upper bound (UB) on the primal objective function value
after iteration k, and ε is a constant, where 0≤ε≤2.
Solutions calculated for the dual problems need to be
checked to ensure that they satisfy all constraints relaxed in
the problem (LR). We also develop a heuristic for getting
primal feasible solutions.

3.3 An algorithm for getting primal feasible solutions

Infeasible solutions would probably violate the UL QoS
requirement in Constraint 6, the DL QoS requirement in
Constraint 7, and prioritized admission in Constraint 13. The
solution to Constraints 6 and 7 is simply to reject call requests
until the received SIR achieves a pre-defined threshold.
Assuming a new call request to BS j from MS t′ and a
handoff call request to BS j from MS t are issued at the same
time, if zN

jt' ¼ 1 and zHjt ¼ 0 are solved in the subproblem
(SUB 1), Constraint 13 would be violated. The adjustment
rules that satisfy Constraint 13 are listed in Table 4.

Applying the rules, we develop the following primal
feasible solution algorithm.

[Primal Algorithm]

Step 1. For each BS j, adjust zNjt and zHjt by the rules listed
in Table 4.

Step 2. Check Constraints 6 and 7,
Step 2.1 If both constraints are still violated,

increase fj once by 0.1 until Constraint
14 is violated; otherwise go to Step 3.

Step 2.2 If Constraints 6 and 7 are still violated,
block the users (reset zNjt ¼ 0 and
zHjt ¼ 0) in descending order of their dis-
tance from a BS until Constraints 15 and
16 are violated; otherwise go to Step 3.

Step 3. No feasible solutions found and end algorithm.

Based on the LR approach, a pre-defined time budget η=
5 s is given to solve the Lagrangean dual problem and to
get primal feasible solutions iteratively. The time budget is
a period of time slot for admission control. The value of
time slot is adopted from analysis result of our project
research report [30]. The project investigates a long-term
revenue analysis to optimize revenue, in which the tradeoff
of service rate and solution quality is considered. Using the
value to calculate the parameters, then they are applied to
do CAC for prioritized SHO calls, as shown in Fig. 3. We
assume existing/ongoing MS calls are still held after time
Γn, and both calls lNj þ lHj

� �
will arrive in next time slot.
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After time budget η is exhausted, CAC is also completed,
i.e., zNjt and zHjt are decided. Updating ε in an iteration
process is carefully controlled by the error gap in the
iteration. The tighter the calculated gap, the smaller the
value of ε that will be assigned. Figure 4 shows the overall
procedure of the LR-based CAC scheme in which the time
requirement of our proposed ACR scheme is within the
time budget η.

4 Computational experiments

4.1 Results

For simplicity, we consider a cellular network comprised of
25 BSs arranged as a 5×5 two-dimensional array with
hexagonal cells, as shown in Fig. 5, and analyze the voice
call requests. Given λj=12 and μ=90, the analysis
examines the effect of traffic load ξj on the weighted
handoff CBR (ZP) in terms of several channel reservation
schemes.

The system bandwidth allocated to both the UL (WUL) and
the DL (WDL) is 1.5 MHz, while the voice activity factor
(AF; αUL, αDL) and orthogonality (θUL, θDL) for both links
are (0.3, 0.3) and (0.7, 1), respectively. It is assumed that
(PUL

cðtÞ, P
DL
cðtÞ) = (7 dB, 10 dB), the available channels Mj=100,

and Rj=5 km. The required BENR, i.e., Eb/Ntotal, for both

links is 5 dB, and the bit rate of both links is 9.6 KHz. The
service requirement rates Φj and Ωj are both set at 0.3. For
comparison purposes, we implement the CSS [22] and the
CPS [20] schemes with a fixed number of guard channels fj.

Figure 6 illustrates the effect of the traffic load on the
weighted handoff CBR (ZP). The number of reserved
channels significantly affects the performance with respect
to the pre-defined threshold βj. Theoretically, the more
channels reserved, the less the weighted handoff CBR (ZP)
will be calculated. However, the minimization of the
weighted handoff CBR (ZP) is constrained by βj. If we apply
CPS with a fixed number of reserved channels, the fraction
(fj) of reserved channels is 0.2, 0.3, and 0.4 in the cases of
βj=0.01, 0.03, and 0.05, respectively. Thus, the proposed
ACR approach outperforms the compared schemes.

For the analysis of performance improvement, Fig. 7
shows the reductions in the weighted handoff CBR (ZP)
achieved by our ACR scheme compared to those of various
approaches. It is given that βj=0.01, 0.03, and 0.05, as
shown in Fig. 7a, b, and c, respectively. In each instance,
the ACR scheme reduces the weighted handoff CBR (ZP) in
the case of ξj=3/1 by as much as 65%, 72%, and 75%
respectively; thus, it outperforms CSS.

We also investigate the effect of the total number of
available channels on the weighted handoff CBR (ZP). As
shown in Fig. 8c, it is smoother among ξj when more
channels are available than when fewer channels are
available (shown in Fig. 8a). The greater the handoff traffic
load, the more the weighted handoff CBR that is calculated.
Under the proposed ACR scheme, the weighted handoff
CBR (ZP) is less affected by variations in the traffic load ξj
when there are fewer available channels. For example, in
Fig. 8a with βj=0.03, the values of the weighted handoff
CBR (ZP) are (0.0235, 0.0239, 0.0244) when ξj is (2/1, 1/1,
1/2). However, the weighted handoff CBR (ZP) becomes
0.0215 and 0.0275 when ξj is 3/1 and 1/3, respectively. The
smaller the total number of available channels, the better
will be the performance of the ACR scheme. In other
words, the proposed ACR scheme outperforms other
approaches when there are fewer available channels (Mj).

Table 5 Statistics of the error gaps with different traffic loads where
βj=0.01

Scheme ξj

3/1 2/1 1/1 1/2 1/3

CSS 7.81% 8.50% 8.05% 7.70% 7.76%

CPS, fj=0.1 8.73% 9.48% 7.78% 7.67% 9.12%

CPS, fj=0.2 9.54% 9.97% 8.32% 9.27% 6.70%

CPS, fj=0.3 8.59% 7.94% 7.98% 8.85% 7.05%
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Fig. 8 The impact of the total
number of available channels on
the weighted handoff CBR (ZP)
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The solution quality of the LR approach is demonstrated
by the statistics of the error gaps detailed in Table 5. All the
gaps are less than 10%. Our experiment results show that
the proposed CAC model with the ACR scheme is worthy
of further investigation.

4.2 Sensitivity analysis

In the prioritized CAC model, we relax five constraints. The
first two are related to the SIR requirements on the UL and the
DL. The correspondingmultipliers are V1 related to Constraint
6 and V2 related to Constraint 7. The next two multipliers,
V3 and V4, are related to Constraints 8 and 9, respectively,
for aggregate (admitted) traffic flow in new and handoff call
requests. The last multiplier, V5, relates to the prioritized
CAC in Constraint 13. Figure 9 summarizes the analysis
results. In Fig. 9a, both the multipliers V1 and V2 vibrate in
less than 50 iterations, and then converge to constant values,
i.e., 1.88E−13 for the V1 and 6.58E−13 for the V2. As
shown in Fig. 9b, the values of V3 and V4 are negative, since
the corresponding constraints are equal to, not less than or
larger than the right-hand side. Figure 9c verifies the
importance of V5 as a key constraint in fulfilling the priority
requirements of handoff call requests. V5 is an increasing

function of the number of iterations, and converges to 7.9E
−17. The sensitivity analysis proves that the proposed model
provides a higher priority for handoff calls than for new calls.

We also investigate how the BENR threshold in the SIR
constraints affects the weighted handoff CBR (ZP). The
threshold value varies between −10% and +10%. The
variations in ZP with respect to different traffic loads (ξj) are
shown in Fig. 10a for the UL and Fig. 10b for the DL. In
general, the BENR threshold affects the weighted handoff
CBR (ZP) more significantly for the UL than for the DL.
Given that ξj=1/3, the variations are in range 12.5% to
−15% for the UL, and 10% to −7% for the DL. In terms of
heavily loaded handoff traffic, irrespective of the link
connection discussed, the proposed model reduces ZP more
effectively than the compared approaches.

5 Concluding remarks

5.1 Research contribution

The proposed prioritized CACmodel for a DS-CDMA system
considers the UL/DL and new/handoff calls jointly. Based on
the ACR scheme for prioritized calls, the model adapts to
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changes in handoff traffic by varying the associated param-
eters (guard channels, and new and handoff call arrival rates).
We focus on handoff calls with a higher admission priority
than ordinary new call requests, as guaranteeing services for
ongoing calls is more important than granting requests for
newly initiated calls. We express our achievements in terms of
the problem formulation and performance improvement, and
evaluate the performance of the CAC algorithm in terms of
solution quality. The model minimizes the blocking rate of
handoff calls subject to a pre-defined threshold for the
blocking probability for new calls. Our computational results
demonstrate that the proposed algorithm achieves a better
solution quality than existing approaches. The adaptive model
also outperforms other approaches in terms of reducing the
blocking rate. By using our methodology, Lagrangean
relaxation approach, OFDMA-based issues can also be solved
so long as they are formulated as combinatorial optimization
models.

5.2 Engineering guideline

SHO plays an important role in CDMA systems because it
enables MSs near cell boundaries to use the same signals to
transmit to, and receive from, more than one BS. Rejection
of a SHO request results in forced termination of the current
service. To maintain the service, we model the prioritized
CAC problem as an adaptive channel reservation model for
handoff calls in which a closed-form blocking model is
expressed. The proposed ACR approach outperforms other
methods when there are less rather than more channels, and
reduces the handoff CBR more efficiently when the handoff
traffic is heavily loaded. The model can be used in any kind
of reservation service. In our future work, we will
investigate using joint analysis of voice/data traffic and
sectorization to fit real-world scenarios.
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