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Abstract—In this paper, we study the relay station (RS) place-
ment strategy in IEEE 802.16j WiMAX networks. Specifically,
the impact of RS placement on IEEE 802.16j network perfor-
mance is analyzed. A throughput maximization RS placement
problem is mathematically formulated as a binary integer pro-
gramming problem. We prove the NP-hardness of the formulated
problem. To find the sub-optimal solution to the problem with
huge input size, we propose an efficient near-optimal placement
solution for IEEE 802.16j WiMAX networks. Simulations on
the IEEE 802.16j network performance with our RS placement
strategy are conducted. The throughput performance shows that
with the deployment strategy we proposed, the IEEE 802.16j
network capacity can be tremendously enhanced, especially when
hotspots are present in the network.

Index Terms—IEEE 802.16j, wireless relay network, place-
ment.

I. INTRODUCTION

IEEE 802.16 WiMAX is an emerging broadband wireless
access technology to the Internet [1][2][3][4][5]. The typ-

ical IEEE 802.16 network components include base stations
(BSs) and subscriber stations (SSs). Within the coverage of
each WiMAX cell, BS is the central entity that controls the
channel usage and allocates resource to SSs in both downlink
and uplink directions. In WiMAX, adaptive coding and modu-
lation is supported. Each SS negotiates its burst profile with the
associated BS before the connection is established. Here the
burst profile refers to the set of coding and modulation settings
for the transmission between BS and SS to reflect the location-
dependent or time-varying link conditions. Different burst
profiles lead to different levels of robustness and transmission
rates. The worse the channel condition (or the farther the link
distance), the more robust the burst profile, and hence the
lower the transmission rate.

In the newly defined IEEE 802.16j standard [6], relay sta-
tions (RS) were introduced to enhance the coverage, through-
put, and system capacity. RSs are placed between BS and
SSs. Two types of RSs are defined for the IEEE 802.16j:
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Transparent Relay Stations (TRSs) and Non Transparent Relay
Stations (NTRS). Transparent RSs have no control on the
channel usage and resource allocation. They simply decode
and forward received data packets to the destinations on the
same frequency band as that used by the serving BSs. In
this way, BS-TRS links and TRS-MS links have to contend
for the resources of the same frequency band. TRSs appear
transparent to each MS. When connecting to a TRS, the
MS regards it as being connected to a BS. Non-transparent
RSs, on the other hand, operate on separate frequency bands
from those of their serving BSs. They are able to control
resource allocations of their downstream links. Since NTRSs
have their dedicated frequency bands, there are no contentions
between NTRS-MS links and BS-NTRS links. In general, an
NTRS is more expensive than a TRS due to its much more
sophisticated capability. In any case, placing an RS between
BS and SS may 1) shorten the distance for transmissions (i.e.,
one long BS-SS link becomes two short BS-RS and RS-SS
links), thus allowing a less robust burst profile and a higher
transmission rate, and 2) increase the coverage of each BS,
thereby enhancing the network capacity. For these reasons,
placing RSs in the network is believed to be a cost-effective
option for 4G network deployment [7][8]. Moreover, a good
placement strategy of relay stations can further enhance the
system capacity.

Most research on wireless relay networks focuses on the
resource allocation for relay stations or on the design of relay-
based MAC protocols [9][10][11]. Existing research results
for node placement are mainly for wireless access points or
sensor nodes [12][13], aiming at placing homogeneous nodes
in the target area to maximize the throughput or connectivity.
The work in [14] is among very few that considers placing
a given number of relay nodes in a multi-rate WLAN cell
with uniformly distributed mobile hosts. The authors then
formulate this problem as an optimization problem and solve
it with a Lagrangian-relaxation-based iterative algorithm. The
results show that an evenly distributed multiple ring structure
in the cell is best suited for the scenario with mobile stations
uniformly distributed in the network. That work, however,
assumes that MSs are uniformly distributed. In IEEE 802.16j,
MSs are free to move and thus hotspots may be formed
dynamically. This renders an evenly distributed multiple ring
structure inappropriate. It is essential to discuss the number
and the placement of RSs under a non-uniform MS/traffic
distribution. Moreover, the network environment in [14] con-
sists of homogeneous WiFi relay points. As a result, it is not
applicable to IEEE 802.16j WiMAX networks in which BS,
TRSs and NTRSs are included.

In this paper, we study the RS placement problem in
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Fig. 1. The coverage and division of an IEEE 802.16j cell.

IEEE 802.16j WiMAX network. We consider 1) the resource
allocation schemes for a BS to TRSs and to NTRSs, 2) the
impact of the location of an intermediate RS on the end-to-
end transmission time, and 3) the deployment costs of TRSs
and NTRSs. The deployment cost for RSs is a key network
planning issue for operators. More specifically, the deployment
cost should not exceed the budget determined by operators
according to their business considerations. We formulate the
RS placement problem via an Integer Linear Programming
(ILP) model. The objective of our work is expressed as
follows. Given an arbitrary distribution of MSs, we would like
to determine the number of TRSs and NTRSs required and
where to deploy them such that the network capacity can be
maximized under the deployment budget constraint. We prove
that this problem is NP-hard, and propose a greedy heuristic
to provide a sub-optimal solution to this problem. We then
conduct simulations to verify the effectiveness of the proposed
algorithm. The results show that the proposed algorithm can
achieve significant throughput gain for IEEE 802.16j WiMAX
networks.

The rest of this paper is organized as follows. The system
model and problem description are included in Section II. The
throughput maximization RS placement problem is mathemat-
ically formulated and its complexity analyzed in Section III. In
Section IV, a greedy heuristic is proposed to find a sub-optimal
solution to the RS placement problem. The simulation results
are shown and discussed in Section V. Finally, this paper is
concluded in Section VI.

II. SYSTEM MODEL AND PROBLEM DESCRIPTION

A. System Model

We adopt the fixed infrastructure usage model proposed
in [15], where fixed relay stations are deployed to extend
coverage and enhance user throughput. A BS is located at
the center of the target deployment region and the coverage
area of the BS is represented by Ω. When RSs are deployed at
the boundary of the BS coverage area, the possible coverage
region of the BS extended by the RSs is denoted by 𝜁. The
MSs located in 𝜁 are out of the transmission range of the BS.
Therefore, they can only access BS via intermediate RSs.

We further divide the extended BS cell (consisting of both
Ω and 𝜁) to a set of small areas as shown in Fig. 1. All the
areas in Ω are considered as the candidate locations to deploy
RSs. Each small annular sector area is represented by a polar
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Fig. 2. The resource allocation scheme of the IEEE 802.16j network.

coordinate (𝑖, 𝑗), which means that this area is located at the
𝑖𝑡ℎ sector and 𝑗𝑡ℎ ring of the cell, as in [14]. Since the BS
can approximately locate an MS by detecting the strength and
the direction of arrival of the signal transmitted by the MS,
dividing the cell into annular sector areas will allow the BS to
easily monitor traffic distribution in the network. According
to the traffic distribution, we denote the probability of an MS
existing in area (𝑖, 𝑗) by 𝑝(𝑖, 𝑗).

In the IEEE 802.16j network, both BS and NTRSs will
transmit their own preambles and MAPs to reflect their sched-
ules of downstream transmissions. Therefore, BS and NTRSs
need to operate on separate frequency bands to avoid co-
channel interference. On the other hand, TRSs simply forward
the messages from the associated BS, so they need not transmit
their own MAPs. TRSs thus share the same frequency band
with the BS. NTRSs may either share the same frequency
band among them or have a dedicated frequency band for
each of them. If NTRSs share the same frequency band, the
coverage area for each should not overlap so as to avoid
interference. Each station is assumed to be equipped with only
one antenna. As a result, switching between frequency bands
is needed if that station (such as an NTRS in this case) has
to operate on two frequency bands. To simplify the system
model, we assume that MSs can access the network by only
one of the following three schemes: 1) connect directly to the
BS, 2) connect to the BS via an intermediate TRS, and 3)
connect to the BS via an intermediate NTRS. Note that we do
not consider three or more hops of relaying in the following
discussion due to practical considerations.

Under the non-transparent relaying scheme, only BS-NTRS
links will occupy the frame time of the BS. Suppose that
both BS and TRSs operate on frequency 𝑓1. The BS needs
to sequentially send packets to each NTRS and TRS on 𝑓1.
Whenever no packets are coming to an NTRS from the BS,
the NTRS can forward the received packets to its downstream
MSs on its own frequency band, 𝑓2, without interfering
with the on-going transmissions of the BS to other stations.
Clearly, the amount of data that one NTRS can transmit to its
downstream MSs in a superframe is limited by the portion
of the BS frame time allocated to that NTRS. Therefore,
an NTRS is not able to support too many MSs (i.e., the
number of associated MSs for an NTRS is bounded by a given
constant); otherwise, it will be overloaded and unstable. On
the other hand, under the transparent relaying scheme, both
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∑

(𝑖,𝑗)∈𝑆

∑
(𝛿,𝜏)∈𝐵

{𝐺𝑡𝑟𝑠(𝑖, 𝑗; 𝛿, 𝜏) ⋅ 𝑥(𝑖,𝑗)(𝛿,𝜏) +𝐺𝑛𝑡𝑟𝑠(𝑖, 𝑗; 𝛿, 𝜏) ⋅ 𝑦(𝑖,𝑗)(𝛿,𝜏)} (3)

BS-TRS and TRS-MS transmissions are scheduled by BS on
freuquency 𝑓1. To avoid interference, only one among BS and
all the TRSs can transmit data packets at each time slot. From
the discussions above, we summarize the resource allocation
scheme for the IEEE 802.16j network in Fig. 2. Note that in
Fig. 2 we assume all NTRSs share the same frequency band
(i.e. 𝑓2).

The transmission powers of each MS, NTRS, TRS and BS
are denoted as 𝑃𝑚𝑠, 𝑃𝑛𝑡𝑟𝑠, 𝑃𝑡𝑟𝑠, and 𝑃𝑏𝑠, respectively. We
use the free space propagation model to calculate the signal
to noise ratio (SNR) of each link as follows.

𝑆𝑁𝑅 = 10 ⋅ log10
(
𝑃𝑡
𝑃𝑛

⋅
(

𝑐

4𝜋𝑓𝑑

)2
)
, (4)

where 𝑃𝑡 is the transmission power, 𝑃𝑛 is the thermal noise
power, 𝑓 is the center frequency, 𝑐 is the speed of light, and
𝑑 is the distance. In this way, the achievable data rate can be
calculated by 𝑊 ⋅ ln(1 + 𝑆𝑁𝑅), where 𝑊 is the available
bandwidth.

B. Problem Description

Denote by 𝑆 the set of all coordinates in the extended BS
cell and, by 𝐵, the set of all candidate coordinates for RS
placement in the cell (i.e., the coordinates in Ω). 𝐵 is a subset
of 𝑆. Assume that each MS has a minimum traffic demand,
e.g., to transmit (or receive) 𝑘 bytes of data in a superframe.
The total transmission time required to fulfill the minimum
traffic requirement of all MSs within this network, denoted
by 𝑇𝑡𝑜𝑡𝑎𝑙, can be expressed by (1), where 𝑥(𝑖,𝑗)(𝛿,𝜏) = 1 indicates

that MS at (𝑖, 𝑗) is served by TRS at location (𝛿, 𝜏), 𝑦(𝑖,𝑗)(𝛿,𝜏) = 1

indicates that MS at (𝑖, 𝑗) is served by NTRS at (𝛿, 𝜏), and
𝑧(𝑖,𝑗) = 1 indicates that MS at (𝑖, 𝑗) connects directly to the
BS. 𝜓(𝑖, 𝑗; 𝛿, 𝜏) is the function which calculates the achievable
transmission rate from location (𝑖, 𝑗) to (𝛿, 𝜏). The problem
of maximizing the network throughput is then equivalent to
minimizing the total transmission time 𝑇𝑡𝑜𝑡𝑎𝑙.

If an MS is neither connected to a TRS nor to an NTRS,
it must be directly connected to the BS. Thus, 𝑧(𝑖,𝑗) can be
replaced by 1−∑(𝛿,𝜏)∈𝐵(𝑥

(𝑖,𝑗)
(𝛿,𝜏) + 𝑦

(𝑖,𝑗)
(𝛿,𝜏)) Furthermore, since

MSs are mobile, we use the probability mass function 𝑝(𝑖, 𝑗)
to indicate the probability of an MS in area (𝑖, 𝑗), instead of
fixed MS locations. As such, the total transmission time can

be converted to an expected total transmission time, denoted
by 𝑇 ′

𝑡𝑜𝑡𝑎𝑙, as in (2).
Equation (2) shows that the expected total transmission time

consists of two components: the total expected transmission
time when each MS is directly connected to BS minus the
total expected transmission time saved from connecting to in-
termediate RSs. The first term is constant, so the objective that
minimizes the total expected transmission time is equivalent to
maximizing the total expected transmission time saved from
connecting to RSs.

We further define the performance gains of relaying packets
via TRS and NTRS as follows:
𝐺𝑡𝑟𝑠(𝑖, 𝑗; 𝛿, 𝜏) = 𝑝(𝑖, 𝑗) ⋅ { 1

𝜓(𝑖,𝑗;0,0) − ( 1
𝜓(𝑖,𝑗;𝛿,𝜏) +

1
𝜓(𝛿,𝜏 ;0,0))}: the expected transmission time saved if MS at
(𝑖, 𝑗) connects to TRS at (𝛿, 𝜏) instead of connecting directly
to the BS.
𝐺𝑛𝑡𝑟𝑠(𝑖, 𝑗; 𝛿, 𝜏) = 𝑝(𝑖, 𝑗) ⋅ { 1

𝜓(𝑖,𝑗;0,0) − 1
𝜓(𝛿,𝜏 ;0,0)}: the

expected transmission time saved if MS at (𝑖, 𝑗) connects to
NTRS at (𝛿, 𝜏) instead of connecting directly to the BS.

In this way, the objective of our problem can be expressed
by (3).

III. PROBLEM FORMULATION AND PROOF OF

NP-HARDNESS

In this section, we formulate the throughput maximization
relay station placement (TM-RSP) problem via a binary inte-
ger linear programming model. The given parameters and the
constraints of the TM-RSP problem are listed in the following.
We further prove that the TM-RSP problem is NP-hard.

The given parameters of the TM-RSP problem are:
𝑆: the set of all coordinates in the deployment region;
𝐵: the set of all candidate coordinates for RS placement.

𝐵 is a subset of 𝑆;
𝑟: the transmission range of TRS/NTRS1;
𝑝(𝑖, 𝑗): the probability of an MS in area (𝑖, 𝑗);
𝜓(𝑖, 𝑗; 𝛿, 𝜏): the function calculating the achievable trans-

mission rate from location (𝑖, 𝑗) to (𝛿, 𝜏);
𝜑(𝑖, 𝑗; 𝛿, 𝜏): the function that is set to 1 if and only if the

distance between (𝑖, 𝑗) and (𝛿, 𝜏) are no greater than 𝑟, the
transmission range of RSs; otherwise, it is 0;

1Here we let the transmission ranges of TRSs and NTRSs be equal to
simplify the expression. It is straightforward to use different transmission
ranges for TRS and NTRS.
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𝐶𝑡𝑟𝑠: the cost of a TRS;
𝐶𝑛𝑡𝑟𝑠: the cost of an NTRS;
𝐶𝐵: the deployment budget for RS placement;
𝑁𝑇𝑅𝑆𝑐𝑎𝑝: the maximum number of MSs an NTRS can

serve.
The decision variables of the TM-RSP problem are:
𝑥
(𝑖,𝑗)
(𝛿,𝜏): equals 1 if MS at (𝑖, 𝑗) is served by TRS at (𝛿, 𝜏),

and 0 otherwise.
𝑦
(𝑖,𝑗)
(𝛿,𝜏): equals 1 if MS at (𝑖, 𝑗) is served by NTRS at (𝛿, 𝜏),

and 0 otherwise.
𝑡(𝛿,𝜏) = 1 −∏(𝑖,𝑗)∈𝑆(1 − 𝑥(𝑖,𝑗)(𝛿,𝜏)): equals 1 if a TRS must

be deployed at (𝛿, 𝜏), and 0 otherwise. (𝛿, 𝜏) ∈ 𝐵.
𝑛(𝛿,𝜏) = 1−∏(𝑖,𝑗)∈𝑆(1−𝑦(𝑖,𝑗)(𝛿,𝜏)): equals 1 if an NTRS must

be deployed at (𝛿, 𝜏), and 0 otherwise. (𝛿, 𝜏) ∈ 𝐵.
The objective of the TM-RSP problem is already shown

in (3). Moreover, there are the following constraints for this
problem.∑
(𝛿,𝜏)∈𝐵

(𝑥
(𝑖,𝑗)
(𝛿,𝜏) + 𝑦

(𝑖,𝑗)
(𝛿,𝜏)) ≤ 1, (𝑖, 𝑗) ∈ 𝑆, 𝑝(𝑖, 𝑗) > 0 (5)

𝑥
(𝑖,𝑗)
(𝛿,𝜏) ≤ 𝜑(𝑖, 𝑗; 𝛿, 𝜏), (𝑖, 𝑗) ∈ 𝑆, (𝛿, 𝜏) ∈ 𝐵 (6)

𝑦
(𝑖,𝑗)
(𝛿,𝜏) ≤ 𝜑(𝑖, 𝑗; 𝛿, 𝜏), (𝑖, 𝑗) ∈ 𝑆, (𝛿, 𝜏) ∈ 𝐵 (7)

𝑡(𝛿,𝜏) + 𝑛(𝛿,𝜏) ≤ 1, (𝛿, 𝜏) ∈ 𝐵 (8)∑
(𝑖,𝑗)∈𝑆

𝑦
(𝑖,𝑗)
(𝛿,𝜏) ≤ 𝑁𝑇𝑅𝑆𝑐𝑎𝑝, (𝛿, 𝜏) ∈ 𝐵 (9)

∑
(𝛿,𝜏)∈𝐵

(𝐶𝑡𝑟𝑠 ⋅ 𝑡(𝛿,𝜏) + 𝐶𝑛𝑡𝑟𝑠 ⋅ 𝑛(𝛿,𝜏)) ≤ 𝐶𝐵 (10)

1

𝜓(𝑖, 𝑗; 0, 0)
− [

1

𝜓(𝛿, 𝜏 ; 0, 0)
+

1

𝜓(𝑖, 𝑗; 𝛿, 𝜏)
] ≥ 0, ∀𝑦(𝑖,𝑗)(𝛿,𝜏) = 1

(11)

Constraint (5) indicates that each MS can only connect to
one serving station (i.e., a BS, a TRS or an NTRS). Constraints
(6) and (7) state that an MS can connect to an RS only
when it is in the transmission range of the RS. Constraint
(8) ensures that at each possible deployment location (𝛿, 𝜏),
only one RS (either a TRS or an NTRS) can be deployed.
Constraint (9) limits the number of MSs each NTRS can serve
so as to prevent the NTRS from being overloaded. Constraint
(10) guarantees the total deployment cost not to exceed the
deployment budget. Constraint (11) excludes the cases that
MSs connecting to NTRSs suffer from longer end-to-end delay
than connecting directly to the BS.

With these formulations, in the following, we prove the NP-
hardness of the TM-RSP problem.

Theorem 1: The TM-RSP problem is NP-hard.
Proof: Consider a special case of the TM-RSP problem in

which there is only one type of RS, the TRSs, to be deployed
and all MSs access BS via an intermediate TRS. Besides, the
transmission time gain for MS at (𝑖, 𝑗) connecting to RS at
(𝛿, 𝜏) is independent of (𝑖, 𝑗) and (𝛿, 𝜏) (i.e., it can be denoted
as a constant𝐺). In this way, the objective of this new problem
𝑃 ′ becomes:

𝑃 ′ : max
∑

(𝑖,𝑗)∈𝑆

∑
(𝛿,𝜏)∈𝐵

𝐺 ⋅ 𝑥(𝑖,𝑗)(𝛿,𝜏). (12)

Furthermore, constraints (7) to (9) and (11) can be removed
in this case. The remaining constraints are expressed as
follows: ∑

(𝛿,𝜏)∈𝐵
𝑥
(𝑖,𝑗)
(𝛿,𝜏) = 1, (𝑖, 𝑗) ∈ 𝑆 (13)

𝑥
(𝑖,𝑗)
(𝛿,𝜏) ≤ 𝜑(𝑖, 𝑗; 𝛿, 𝜏), (𝑖, 𝑗) ∈ 𝑆, (𝛿, 𝜏) ∈ 𝐵 (14)∑

(𝛿,𝜏)∈𝐵
𝑡(𝛿,𝜏) ≤ ⌊ 𝐶𝐵

𝐶𝑡𝑟𝑠
⌋ = 𝐾 (15)

Note that (14) is identical to (6). We can observe that by
applying (13), the objective function of 𝑃 ′ can be reduced to
∣𝑆∣ ⋅ 𝐺, where ∣𝑆∣ is the number of elements in set 𝑆 and
𝐺 is the constant transmission time gain. Therefore, ∣𝑆∣ ⋅ 𝐺
is the optimal objective function value in this special case,
and every feasible solution is the optimal solution. Thus, this
problem can be described as follows: given the candidate RS
deployment location set 𝐵, the MS set 𝑆, and coverable MSs
of each RS location in 𝐵 (derived from (14)), we want to find
a subset of 𝐵 such that every MS is covered (satisfying (13))
and the total number of RSs will not exceed 𝐾 .

Clearly, the special case of the TM-RSP problem, 𝑃 ′, can
be reduced from the set cover problem [16], a well-known NP-
complete problem. The set cover decision problem is described
as follows. Given a universe 𝑈 , a set 𝑉 consisting of subsets
of 𝑈 , and a constant 𝐿. A set 𝑄 is said to cover 𝑈 if it is a
subset of 𝑉 and the set union of its elements is equal to 𝑈 .
The problem is to determine if there exists such a set 𝑄 of
size 𝐿 or less to cover 𝑈 .

Now we introduce the mapping from the set cover problem
to the special case of the TM-RSP problem. The universe 𝑈 is
mapped to 𝑆. Each element in 𝑉 , i.e., a subset of 𝑈 , is mapped
to a subset of 𝑆 which represents the MSs that a particular
RS can cover. The constant 𝐿 is mapped to 𝐾 . In this way,
every instance of the set cover problem can be mapped to
an instance of 𝑃 ′ in polynomial time. Moreover, 𝑃 ′ has an
optimal solution if and only if the set cover problem has a
cover. From the discussion above, the special case of the TM-
RSP problem can be reduced in polynomial time from a set
cover problem. Since the set cover problem is NP-complete,
we conclude that the TM-RSP problem is NP-hard.

IV. SOLUTION APPROACH

A. Proposed Heuristic

The input to TM-RSP are 𝑁 coordinates and 𝑁 MS prob-
abilities , where 𝑁 = ∣𝑆∣. In order to accurately approximate
the real-world situation in which every location in the BS cell
could possibly be a candidate RS deployment location, we
need to divide the BS cell into as many annular sectors as
possible. However, this gives rise to huge input size and huge
number of decision variables. Although some meta heuristics
such as genetic algorithm and tabu search are often applied
to solve computationally intractable problems, they are very
inefficient for the TM-RSP problem due to the very large
solution space resulting from the huge input size of the TM-
RSP problem. Therefore, our goal here is to propose an
efficient heuristic to tackle this difficult problem.
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Preprocessing:  
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which records the IDs of coverable MSs and the 

corresponding transmission time gains  

Fig. 3. The flow chart of the proposed algorithm.

The objective of the TM-RSP problem consists of the sum
of transmission time gains provided by the deployed RSs to
every MS. To approach the optimal solution, each RS to be
deployed must be able to provide as much gain to the network
as possible. In our algorithm, initially we generate a candidate
TRS and a candidate NTRS for each location in 𝐵. All the
generated candidate RSs are recorded by an available RS list.
Also, each RS maintains its serving MS list, which records the
set of MSs that is likely to be served by this RS. In Step 1, we
calculate the total transmission time gains provided by an RS
to the network, which is the summation of the transmission
time gains provided by the RS to the MSs in its serving MS
list. Then we find the TRS and NTRS with the maximum total
transmission time gains in Step 2, and determine which one to
be deployed without violating the budget constraint in Step 3.
Two decision metrics are considered: the total gain value and

the gain per unit cost value. To further reduce the deployment
cost, in Step 4, we can delete the candidate RSs that are too
close to the deployed RS. In Step 5, the MSs in the serving
MS list of the deployed RS will be removed from the serving
MS lists of other RSs. Also, the RSs on the chosen location
will be removed from the available RS list to avoid duplicated
deployment. Then we update the deployment budget in Step
6. If the remaining budget is not zero, we go back to Step 1,
finding the next RS to be deployed, until the remaining budget
equals zero. The proposed algorithm is summarized in Fig. 3.

B. Performance Analysis of the Proposed Heuristic

Let 𝑀 be the number of coordinates in 𝜁. From our system
model, 𝑀 is a fraction of 𝑁 . Thus, the number of coordinates
in Ω is 𝑁 −𝑀 , which is also the number of candidate RS
locations. In the preprocessing phase of our algorithm, each
candidate TRS and NTRS needs to create its serving MS list,
which takes 𝑂(𝑁2) time. In Step 1 and Step 5, the serving
MS list of every candidate RS must be checked, which also
takes 𝑂(𝑁2) time. Other steps in our algorithm takes no more
than 𝑂(𝑁) time. Since there can at most be ⌊ 𝐶𝐵

𝐶𝑡𝑟𝑠
⌋ = 𝐾 RSs

deployed in the network, 𝐾 is the upper bound of the number
of iterations of our greedy heuristic. Thus, the time complexity
of our algorithm is 𝐾 ⋅ (𝑂(𝑁2) +𝑂(𝑁)) = 𝑂(𝑁2).

Due to the integer nature of the decision variables, the
proposed heuristic algorithm may only achieve sub-optimality
of the original problem. Besides, the very large input size and
the integer nature of our problem limits the possibility from
directly finding the optimal solution with mathematical tools
such as MATLAB, Lingo, etc. Consequently, we try to verify
the effectiveness of the proposed heuristic by calculating the
approximation ratio to a relaxed problem 𝑃 ′′, in which the
binary constraints of the decision variables are relaxed and
the other constraints remain the same as those of the TM-RSP
problem. Since we left other constraints of 𝑃 ′′ the same as
those of the TM-RSP problem, the optimal solution to 𝑃 ′′ has
similar performance to that of TM-RSP. Moreover, by relaxing
the hard binary decision constraints, the optimal solution to
𝑃 ′′ can be solved by commercial mathematical tools efficiently
and it can serve as a performance index for TM-RSP.

The feasible solution set of 𝑃 ′′ will contain the feasible
solution set of TM-RSP. If we search through the feasible
solution set of 𝑃 ′′ to find the optimal solution, the whole
feasible solution set of TM-RSP will also be searched. Since
the objective function of 𝑃 ′′ and TM-RSP are the same, the
optimal solution of 𝑃 ′′, denoted as 𝑠′′∗, should be no worse
than the optimal solution of TM-RSP, denoted as 𝑠∗. In other
words, the objective function value of 𝑃 ′′, derived from 𝑠′′∗, is
no less than the objective function value of TM-RSP, derived
from 𝑠∗. Thus, we have 𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠∗) ≤ 𝑓𝑃 ′′(𝑠′′∗) , where
𝑓𝑃 (𝑠) is the value of the objective function of problem 𝑃 given
the solution 𝑠. We find the optimal solution of 𝑃 ′′ (i.e., 𝑠′′∗)
by Lingo and the sub-optimal solution to TM-RSP, 𝑠ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐,
by our heuristic. From the discussion above, we have:

𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐)
𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠∗) ≥ 𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐)

𝑓𝑃 ′′(𝑠′′∗) (16)

Although we cannot find 𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐)
𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠∗) , the approxi-

mation ratio of our heuristic, we can find 𝑓𝑇𝑀−𝑅𝑆𝑃 (𝑠ℎ𝑒𝑢𝑟𝑖𝑠𝑡𝑖𝑐)
𝑓𝑃 ′′ (𝑠′′∗)
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Fig. 4. The calculated RS locations for uniformly distributed MSs (decision
metric is the gain per unit cost).

and it serves as the lower bound of the approximation ratio of
our heuristic.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our proposed
heuristic by computer simulations. We consider one cell only,
in which a BS is located at the center, and generate two
different MS distribution probabilities: concentrated in one
hotspot and uniform distribution. There are two types of RSs
to be deployed: TRSs and NTRSs. There are two versions
of our heuristic: with or without the RS distance constraint
(i.e., Step 4 in Fig. 3). In the case with the RS distance
constraint, the distance between NTRSs is no less than 2𝑟
and the distance among other RSs (e.g., between a NTRS and
a TRS or between TRSs) is no less than 𝑟. The transmission
range of a BS is 15 km and that of an RS is 5 km. The angle
of a sector is 15 degrees and the width of a ring is 1 km. The
capacity limitation of each NTRS is serving at most 25 MSs.
The cost of one TRS is 1 unit and the cost of one NTRS is 4
unit.

The RS placements determined by the two versions of our
heuristic for the uniform MS distribution scenario are shown
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Fig. 5. The calculated RS locations for uniformly distributed MSs (decision
metric is the total gain).

in Fig. 4 and Fig. 5. Comparing Fig. 4 and Fig. 5, we observe
that NTRSs are preferred if we use the total gain of RSs as our
decision metric. On the contrary, TRSs are the better choice
if we use the gain per unit cost as our decision metric. The
effect of the RS distance constraint is also shown in both
figures. The RS placements with the RS distance constraint
tend to spread out across the cell while those without the RS
distance constraint do not.

For each RS placement determined by our heuristic with
two different MS distributions, we also calculate the lower
bound of the approximation ratio. Fig. 6 depicts that for
both MS distributions, the RS placements generated by our
heuristic can achieve at least 90% of the optimal solution
if there is no RS distance constraint and the transmission
time gain is the only decision metric. This shows that our
heuristic can efficiently find the near-optimal solution to TM-
RSP. If we further consider the RS distance constraint and the
gain per unit cost as our decision metric, the lower bound of
the approximation ratio will decrease, which means that the
objective value of the heuristic solution will possibly be farther
(i.e., smaller) from that of the optimal solution. Nevertheless,
in most cases, the approximation ratios are no worse than
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Fig. 6. The lower bound of the approximation ratios for two MS distribu-
tions.(G: decision metric is gain; GnC: decision metric is gain/cost. wR: with
RS overlapping constraint, woR: without RS overlapping constraint).

65%. Despite the fact that adding the RS distance constraints
may reduce the network aggregate transmission time gain, it
could also provide RSs the chance to reuse frequency band.
The benefits brought by frequency reuse may balance the
transmission time loss.

We next simulate the throughput gain and deployment cost
with different RS placement strategies. For both MS proba-
bilistic distributions (i.e., uniform and one hotspot), 100 sets
of MS locations, each with 200 MSs, are generated according
to the MS distribution probabilities. The RS placements gener-
ated by our heuristic for both MS distributions along with 100
sets of MS locations are parsed into an IEEE 802.16j network
simulator. The cases with no RS deployed, i.e. only MSs in Ω
are able to access BS, are also simulated. In all simulations,
every MS will generate uplink CBR traffic at a rate of 16 kBps.
Under different deployment budget, the actual deployment
cost and the throughput gain (i.e., the network throughput
with RSs deployed divided by the network throughput without
any RSs) for both MS distributions are shown in Fig. 7 and
Fig. 8. The total network throughput can be greatly improved
when NTRSs are deployed. The performance can be further
improved when MSs form hotspots. In fact, when MSs are
more densely gathered, more MSs can benefit from one single
RS. That is why there are less RSs to be deployed in the one-
hotspot scenario than in the uniform scenario, given the same
deployment budget. Comparing the RS placements with and
without the RS distance constraint, we observe that for those
placements without RS distance constraint, the deployment
budget will be depleted in most cases and the throughput gain
is higher than that of the placements with the RS distance
constraint. When MSs are densely gathered, as in the one
hotspot scenario, there are not many candidate RS locations
with transmission time gain. Thus, it is not required to set
the RS distance constraint to sacrifice throughput gain and
therefore reduce the deployment cost. In Fig. 7(b), when the
deployment budget reaches 45 units, the deployment cost
will often saturate even without the RS distance constraint.
However, as shown in Fig. 8(b), when the MSs are spread out
all over the network, setting the RS distance constraint will
further reduce the deployment cost while the throughput gain
is still almost as high as that without the constraint.
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Fig. 7. Simulation results for MS one hotspot distribution.(G: decision metric
is gain; GnC: decision metric is gain/cost. wR: with RS overlapping constraint,
woR: without RS overlapping constraint).

For both MS distributions, we can also observe that only
deploying TRSs may not increase the total network through-
put. Due to the coverage extension by TRSs, some MSs far
from the BS can still enter the network and contend for the
resource of the BS with MSs closer to the BS. The fact that the
network has to accommodate more low-rate MSs makes the
total network throughput lower than that when only high-rate
MSs are present.

VI. CONCLUSION

In this paper, the impact of relay station placement on the
network performance in the IEEE 802.16j network is studied.
Specifically, the throughput maximization relay station place-
ment problem is mathematically formulated and its complexity
is analyzed. An efficient heuristic algorithm is proposed to
determine the number and locations of relay station deploy-
ment, with a given MS distribution and deployment budget.
The simulation results show the different impacts of deploying
TRSs and NTRSs on the performance of the IEEE 802.16j
network. Moreover, we verify that by properly planning the
RS placements, the capacity of IEEE 802.16j networks can be
greatly enhanced by RSs, especially when hotspots are present.
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Fig. 8. Simulation results for MS uniform distribution.(G: decision metric is
gain; GnC: decision metric is gain/cost. wR: with RS overlapping constraint,
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